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FOREWORD

The research described in this report is the result of an effort

which started about November 1964. Since that time the work has been

sponsored by three different means. After the initial idea, the first

organized impetus came from a Lockheed Independent Research effort which

resulted in a proposal to the Air Force. This in turn resulted in three

contract change notices that included an initial feasibility study

followed by a laboratory development and test phase, and culminated in a

hardware flight-test phase which is Just now coming to fruition.

The work covered in Chapter 4 and Appendices B and C was mainly

supported by the Air Force. The author's time for the remainder of the

effort was supported by the Lockheed Independent Research Program and by

Lockheed Aerospace Sciences Laboratory overhead budget. The computer

effort of Chapter 3 was carried out on the Burroughs 5500 digital machine

at Stanford University and was supported there through NASA Contract

NsG 582.

This report was submitted to the Department of Electrical Engineering

at Stanford University as a dissertation in partial fulfillment of the

requirements for a degree of Doctor of Philosophy.
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ABSTRACT

111

The relative motion between satellites in neighboring orbits is of interest in

three different missions namely rendezvous, station keeping, and dispersion

(including orbit prediction}. Although both rendezvous and dispersion missions

can be treated by the techniques developed, the emphasis in this dissertation is

on the "drag make-up satellite" in which satellite air drag is compensated for by
t

continuously thrusting an "outer" satellite so that it never touches an "inner proof

mass." The following specific problems are treated: The nature of the relative

motion; the control of relative translative motion for an arbitrarily tumbling outer

vehicle and also for a completely attitude controlled outer vehicle; and the prob-

lem of minimizing limit cycle fuel consumption in the presence of noise in the

relative position sensor.

The nature of the motion is investigated in terms of transition matrices.

The relative translative motion is typically that between an idealized and a per-

turbed orbit. Linearized equations are used in which the relative motions are

considered small compared to orbit radius and velocity.

The approach to the solution of minimum limit cycle fuel consumption is to

compare the performance of three control mechanizations by digital computer

simulation. The impulse required to just compensate for drag is known and

serves as an ultimate bound on the performance.

A solution to the translative control of a satellite that is attitude controlled

to local level is presented in a system which actively controls the relative trans-

lative motion of the vehicle relative to the proof mass along one axis only. The

proof mass is constrained mechanically transverse to the controlled axis. An

error analysis is made of this system by computing bounds on disturbing forces

V
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and by treating these forces as small perturbations. The efficacy of this system

is scheduled to be tested in an Agena satellite. Flight hardware has been built

and tested.

The nature of the translative motion is expressed in the fundamental matrix

solution to the differential equations of motion. This matrix is obtained through

the use of a theorem which states that for systems described by the matrix dif-

ferential equation F' -- FQ, the relation QTKQ = C where K and C are con-

stants, is valid if and only if FTK + KF = 0. This relation gives Q-1 = C-1QTK.

The availability of the inverse as a direct product allows expeditious construction

of the fundamental matrix X(T 2 , 71) = Q(T2)Q-I(T1} . Fundamental matrices are

given. These are in closed form for orbits of arbitrary eccentricity.

The fundamental matrix for the orientation of a free body in terms of Euler

_A _C
parameters is developed and presented. It has the simple form Q = e2 e

where (p and ,I, are standard Euler angles and A and C are particular constant

4 x 4 skew symmetric matrices.

The results of the investigation of the limit cycle fuel consumption in the

presence of position sensor noise are displayed in a series of graphs. The total

impulse required for control increased markedly as the ratio of rms noise to

dead band was increased to 1. A PWPF control with lead lag derived rate was

the least susceptible to noise followed by one using pseudo rate and bang-bang

control. A simple lead-lag bang-bang control was the poorest.

The system for single axis control of a drag make-up satellite uses

measured position information and pseudo rate for translation control. An

error analysis on the effects of the side-wall ball constraints indicates that

the root sum square of all effects is less than 0.2% of the effect of the

drag force.
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Chapter 1
INTRODUCTION

1.1 STATEMENT OF THE PROBLEM

The relative motion betweensatellites in neighboring orbits is of interest in

three different types of missions. These are (1) rendezvous, in which the objec-

tive is to bring two satellites from slightly different orbits into close proximity

in the sameorbit and possibly to maintain some specified relative position;

(2) station keeping, in which the objective is to maintain a satellite on some

particular trajectory; and (3) dispersion, in which the objective is to separate

two objects, which were oncein identical orbits (perhaps attached), according

to some particular schedule. This latter category also includes the ephemeris-
prediction type problem in the sensethat one may postulate a satellite in some

idealized, nominal orbit and study the ephemeris of an actual satellite in terms

of its relative displacement from the idealized one.

By directing attention to the relative motion betweenthe satellites one sees

that the differential equations of the relative motion are the same for all three

types of missions. This equivalence offers the possibility that solutions to

problems presented by one mission may have direct application to the others.

The dynamical system whosecontrol problem will be investigated in this

dissertation is represented by these differential equations of relative motion.

An important part of this (control) problem is the response of the unforced part

of these equations, or equivalently the computation of the state transition matrix,
which gives the nature of the relative motion betweensatellites under no differ-

ential forces. Knowledgeof the nature of the unforced motion is essential to
solving the problem of control of the motion under various differential forces.

Although both rendezvous anddispersion missions canbe treated by the
techniques developed in this dissertation, the principal problem which will be

discussed is the station keeping mission or more specifically the so-called



zero-g or "drag-make-up" satellites.* In these missions the objective is to main-

tain two distinct objects, subject to various differential forces, the most signifi-

cant being drag, in close proximity and in identical orbits for extended periods

of time.

Thus, the following specific problems are addressed:

• The nature of the relative motion between satellites that can be considered

quite close, (i. e., in nearly the same orbits) but with no restriction as to

the eccentricity of the orbits (the form which the solution of this problem

takes makes it especially useful for computing orbit perturbations due

to disturbing forces which persist over very long periods i.e., months

to years)

• The control of the relative translative (center of mass) motion by active

means for two important special cases of relative angular motion - namely,

for the case in which the angular motion of the controlled vehicle is com-

pletely and continuously controlled resulting in the translative (center of

mass) motion being essentially one-dimensional along the direction of the

instantaneous drag force** and, at the other extreme, the case in which

the vehicle experiencing the translative control is allowed to tumble freely

and arbitrarily in attitude

• The so-called "limit-cycle" fuel-consumption problem - in which it is

desired to design a gas expulsion control system which maintains the

desired vehicle-ball state within some specified distance of the origin in

the presence of noise in the measurement of the state with a minimum

expenditure of fuel

*Drag make-up is the preferred terminology and in this dissertation refers
to the concept of continuously compensating for satellite air drag by thrusting
an "outer" satellite so that it never touches an inner "proof mass" at least in
the direction of the drag force. Since the inner mass is shielded from the air
stream, it experiences no drag and to the extent that the outer vehicle does not
perturb it, it will proceed on a purely gravitational trajectory.

**This "single-axis drag make-up satellite" is especially simple to mecha-
nize in satellites which control their attitude relative to a locally-level refer-
ence frame. It is only necessary to provide one thruster which fires always to
oppose the drag. The proof mass or "ball" is located in a tube or "cage" which
constrains the ball mechanically in the directions transverse to the controlled
axis. This concept which was originated and developed by the author is in the

final stages of hardware development and will soon be flown on an Agena satellite.

II



• The determination of trajectory perturbations which result from the

disturbing forces associated with the "single axis drag make-up satellite"

as a consequence of the transverse constraint on the ball by the vehicle

(cage)

Several applications for low-altitude zero-drag satellites have already been

stated. These include geodesy, aeronomy, orbit sustaining, precision gyroscope

development and testing, scientific experiments including the gyroscope preces-

sion predicted by general relativity (Pugh-Schiff), time dependence of the gravi-

tational constant (Dicke), and others in which a zero or near zero acceleration

field is necessary.

1.2 APPROACH TO SOLUTION

One can separate methods of problem solution into two basic categories:

theoretical and experimental. Most complex system problems require both. In

this dissertation the efforts to define the nature of the relative motion are theoret-

ical, whereas the development of systems for control is both theoretical and

experimental.

Much of the investigation on the nature of the motion is carried out in terms

of transition matrices which relate the state of the "system" at different values

of some independent variable, e.g., time or true anomaly. The state of the sys-

tem is typically expressed as a column matrix (or vector}. In the case of the

relative motion between the center of masses of the two satellites, for example,

the state vector is of even dimension,half referring to the relative displacement

and half to the relative velocity.

Several methods are available for getting appropriate equations of relative

motion. The approach taken here follows most closely that of G. W. Hill who

first used relative displacement between the actual and an ideal orbit of the moon

to improve the knowledge of the moon's actual orbit.

The technique of using linearized approximate equations to get closed form

solutions is standard. The major approximation used herein for investigating

the nature of the motion is that the relative motion (e. g., position and/or velocity}

is very small compared to the corresponding orbit elements. No limitation is

3



1.

explicitly placed on the eccentricity. However, since the major interest is in

satellite trajectories, some of the expressions are valid only for eccentricity

less than 1.

The approach taken in the study of the means of controlling the translative

motion between satellites was to compare several different control mechani-

zations by digital computer simulation. This technique is becoming more common

with the ready availability of high speed digital computers and the requirement

for investigating complex, often nonlinear, systems. The system which emerges

as preferred from this approach is in a sense optimum, i.e., in comparison to

the others evaluated. However, for the criterion of limit-cycle fuel consumption,

the absolute optimum performance is not known, and one is not able to assess a

given system on an absolute scale.

In drag-make up satellites the requirement for thrust in opposition to drag

for extended periods of time in light of the limited propulsive energy storage

capability on board a satellite suggests fuel consumption as a major optimization

criterion. Thus, with some deference to system simplicity for reliability, the

approach taken in this study was to assess control systems primarily in terms

of fuel economy. Furthermore since initial capture will occur only once during

the mission (or in the presence of disturbances only a few times) the important

problem is to minimize the consumption of on-board propellant during the

control limit cycles.

In making this assessment one is confronted on the one hand with the fact

that there is no known method available for synthesizing a control system which

minimizes the limit-cycle fuel consumption; however, for any drag make-up

system the best one could ever expect in fuel consumption is that just necessary

to provide a thrust force equal (and opposite) to the drag force. This provides

a reference for assessing a system on an absolute scale. However, the choice

of a given control mechanization over another can only be determined on a

relative basis at the present time.

Because of undetermined force interactions between the two vehicles the

proof mass will not follow a ,,purely-gravitational" orbit. In order to analyze

the effect of these "errors" the approach will be to first compute bounds on

their magnitudes and then to treat these errors as small perturbations driving

the linearized equations of relative motion. When it is appropriate the errors

will be considered to be uncorrelated and their effects determined individually.

The combined effects are then viewed in terms of appropriate statistics.

4
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The ultimate test of any system is in actual operation. For satellite systems

this is a very expensive proposition. However, the author is fortunate to be

associated with a program in which the single-axis thrust system described in

this dissertation will be flown. Although the flight results will not be available

in time for publication in this dissertation. The error analyses in this

dissertation will be used in the interpretation of the flight results.

1.3 PREVIOUS WORK

The present effort is derived from and is an extension of work at Stanford on

drag make-up satellites. Lange (Ref. 1) indicated several applications for drag

make-up satellites, obtained the equations of motion referenced to a circular

orbit, proposed and investigated several control schemes, and identified signifi-

cant errors in a trajectory error analysis. The problem of trajectory analysis

and associated transition (or covariance) matrices by which the future state of a

gravitational trajectory can be computed from a present known state has received

considerable attention in recent years especially with the advent of numerical

solutions with digital computers. The area of special interest here, that of

closed form solutions for the transition matrices, is generally viewed to have

started with Hill in 1878 in which he studied the ephemeris of the moon in terms

of the relative motion between the moon and a reference system which was located

at the center of the earth and moving in orbit around the sun. More recently

numerous workers Danby (Ref. 2), deVries (Ref. 3), Clohessy and Wiltshire (Ref. 4),

Battin (Ref. 5), and finally Tschauner and Hempel (Ref. 6), to name a few, have

presented transition matrices in various forms. The work of Tschauner and

Hempel, which came from the search for optimum acceleration programs for

rendezvous, was particularly useful in that by choosing the true anomaly as the

independent variable and by appropriate normalization, they were able to give a

very simple closed-form solution in the form of a position/velocity state transition

matrix for reference orbits of arbitrary eccentricity.

These solutions are often formulated as a "fundamental" transition matrix

which defines the state of the system (relative displacement and velocity between

an actual and a reference orbit) at an arbitrary future time in terms of the initial

state.
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As presented by Tschauner and Hempel these solutions are for the homoge-

neous or force free case. They were used by Lange and Smith (Re,. 7) for

getting long term propagation of certain periodic perturbations of drag-free

satellites in eccentric orbits.

In order for the homogeneous solutions to be generally useful for the case in

which perturbing forces are present one needs not only a transition matrix that

goes in one direction but also its inverse (which corresponds to the reverse

transition). The equivalence between canonical transformations and certain

transition matrices has been discussed by several authors especially Wintrier

(Re,. 8), Battin (Re,. 5), Synge (Re,. 9), Siegel (Re,. 10), and Garfinkel (Re,. 11).

Transition matrices which are "equivalent" to canonical transformations, (in a

sense to be defined precisely later) turn out to also be symplectic. They have a

special symmetry which allows their inverse to be obtained through a direct

matrix multiplication involving only knowledge of the transpose. These authors

have primarily been interested in transitions between states in mechanical systems

(i.e., mechanics and dynamics).

The concept of using a state vector to describe the condition of a system is

of course not confined to dynamics. It is a very useful concept for treating all

systems equally without regard to their particular function. Pease (Re,. 12) has

found it useful, in dealing with the "states" of interacting electron beams in

traveling wave electron tubes, to search for special symmetry in the state transi-

tion matrices that in essence provides a basis or "metric" in which the matrix

is symmetric. In particular he calls a matrix M K-Hermitian (K-symmetric) if,

for some constant Hermitian (symmetric) matrix K, the matrix formed by the

matrix product KM is skew-Hermitian (symmetric). He then points out that if

the (system) coefficient matrix (in a list order linear differential equation) is
**

K-Hermitian (K-symmetric) then the matrizant* is K-unitary (K-orthogonal).

This of course leads to a direct method of computing the inverse. A generalization

of this concept can be applied to the transition matrices between states of satellite

relative motion.

*In this dissertation matrizant will refer to an integral solution to a first

order matrix differential equation. The term fundamental matrizant will be used

for a particular matrizant (see p. 12).
**A matrix M is said to be K-orthogonal if M_ KM = K where M_f denotes

the transpose of M.

6
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In analyzing the performance of the translation control system of an arbi-

trarily tumbling satellite, it is necessary to be able to compute its orientation

given the initial attitude and rate. Euler, Gayley, Klein and many others have

presented several ways of describing the motion of a rigid body. See Refs. 13

through 15. In this dissertation we will use the Euler symmetric parameters

first proposed by Euler.

The relation between Euler's symmetric parameters and Euler angles can

be found in most modern dynamics texts (e.g., see Goldstein). Interest in the

symmetric parameters has revived with the emergence of the digital computer

since there are several advantages, including fewer integrations, to doing

numerican computations on rigid body rotations in terms of these parameters.

The recent treatment by Weiten (Ref. 16), in which the four Euler parameters

were used to define the "state" (vector) of the system suggested the possibility

of obtaining a general formulation of the transition matrix between arbitrary

states.

The basic drag-make up control problem is to maintain the position of

the outer satellite relative to a reference (proof mass) by measuring the relative

displacement and applying a control force. For the case of uniaxial thrust

applied to a very slowly rotating vehicle it reduces to a classical second order

1/s 2 control problem. For the arbitrarily tumbling outer vehicle, however, the

problem is complicated by the rotation, especially since the position measure-

ments and control forces are most conveniently mechanized in a tumbling refer-

ence frame (fixed in the vehicle) whereas air drag, the major perturbing force

to be countered, is an approximately constant vector in a reference which remains

locally level and hence rotates once per orbit.

One is faced with three interdependent major system problems, the control

law to use, the measurements to make, and the control actuators to use. Previous

experience (Refs. 17 through 19) with control systems for long-term space sys-

tems especially in terms of component reliabiIity and gas leakage strongly suggests

the use of on-off type actuators. For this reason the use of on-off actuators was

stipulated in the present work.

The knowledge of the state of the system which will be necessary for the

translation control system can be acquired either by direct measurement or by

interference from certain "derived states." Lange (Ref. 1) has observed that

for an arbitrarily tumbling vehicle the relative position and velocity between the

vehicle and proof mass coordinated in an inertial frame can be used in linear



combination to effect a simple control law with linear elements. In light of

Aizerman's conjecture (Ref. 20) it seems reasonable to believe that on-off

controls (thrusters) should also be feasible for this system without compromising

stability,
In order to implement sucha control law position and/or velocity must be

known. Onemust certainly measure position if long term relative position is to

be kept arbitrarily small. In a secondorder system velocity proVides damping.

Fortunately it does not have to be knownwith high precision. This suggeststhe
possibility of deriving velocity. The use of derived states to create quantities

necessary for system stability has a history nearly as long as closed loop control

systems. The recent work of Luenberger (Ref. 21), however, summarizes the

general picture very well. The technique referred to in this thesis as "pseudo

rate" follows closely that of Leonard (Ref. 22) in which the output of the switch
which turns on the thrust (acceleration) is integrated once to produce a velocity

(rate) related signal. Seealso Nicholas andVivian (Ref. 23).
Two other systems use lead-lag circuits in the direct signal path to introduce

rate information into the system. In one of the systems a simple bangbang con-

trol is used. The other identified as PWPF (pulse width, pulse frequency)

modulation follows most closely the work of Trimmer (Ref. 24).

A detailed system error analysis is essential not only for giving an indication

of how Well the system may perform but also to provide a basis for design trade-

offs in detailed system (e.g., component)decisions. Lange (Ref. 1) presents

quite a complete error analysis on the effect of various possible perturbations

on the trajectory of a drag free satellite. It is predicated on the assumption
that the outer vehicle never touches the reference (proof) mass. As such it

provides a reference performance against which to compare the system proposed

in Chapter 4.

1.4 NEW RESULTS

In Chapter 2, a basic theorem relating the K-symmetry of the coefficient
matrix in a first order linear differential equation to the K-orthogonality of a

matrizant solution to the equation is presented andproved. In the event of
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certain "K" symmetry in the coefficient matrix it turns out that the inverse of

the matrizant can be obtained by a simple matrix product which includes the

transpose of the matrizant. The implication of this is that the matrizant is

orthogonal in a sense which will be defined precisely in Chapter 2. It is closely

related to the symplectic property Of canonical transformations, which itself is

a special case of K-orthogonality.

This theorem is similar to a relation noted by Pease (Ref. 12), but is some-

what more general in that it requires no constraint on the symmetry of the K and

also that it can accommodate directly a matrizant corresponding to arbitrary

initial conditions.

This theorem is used to get a general inverse to the matrizant of Tschauner

and Hempel for the relative motion of two satellites in neighboring elliptical

orbits. Fundamental matrizants for both canonical and non-canonical state transi-

tions are given.

This theorem also has important application in the analysis of translation

control systems for tumbling symmetric vehicles. Basic Floquet factorization,

valid for periodic coefficient matrices, is used to arrive at an interesting insight

into the structure of the "fundamental matrizant" for the transition between states

of a rigid free body (i. e., subject to no external torques) having two equal princi-

pal moments of inertia. A condition (theorem) on the nature of the coefficient

matrix which leads to the unique form of the fundamental matrizant is stated and

proved. The fundamental matrix for a free body (of two equal inertias) is computed

and presented.

In Chapter 3, an "experimental" evaluation of three different systems for

translative control of a tumbling satellite is presented. The feasibility of using

on-off controls with the control law proposed by Lange (Ref. I) was established

by simulation of the basic system (i. e., using actual rate for damping) on a

Burroughs 5500 digital computer. Following this, the limit-cycle fuel consump-

tion and capture properties of three different systems with on-off controls includ-

ing dead band and hysteresis were compared by digital simulations. The systems

9
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are identified by the method of obtaining rate information and by actuator modu-

lation technique as (1) lead lag with bang-bang, (2) pseudo rate with bang-bang,

and (3) lead lag with PWPF modulation.

Random noise corresponding to uncertainty in the relative position measure-

ments was introduced to investigate the effect of sensor noise on system perform-

anc e.

In Chapter 4, an original design of a sensor for use in the flight test of a

single axis system conceived by the author is presented. A first model of the

sensor identified as a "bail-in-cage accelerometer"* has been built and tested.

This system takes advantage of satellite attitude control which maintains one

vehicle axis along the nominal velocity vector. This axis coincides with the

sensor axis, the direction of control thrust, and, of course, the nominal direc-

tion of the drag force.

The flight test is planned to evaluate the efficacy of the drag make-up concept

in general and the single axis system in particular. The flight test, which will be

the first continuous drag make-up system to fly is planned to last for only 2 to 3

days (30 to 40 orbits}. System performance will be checked by monitoring the

sensor signa!s via tape/telemetry and by closely monitoring the satellite ephemeris

for verification of the effective drag cancellation.

A detailed error analysis of the effect of constraining the ball (by the cage)

transverse to the direction of drag force is presented. The analysis indicates

that the ball-in-cage should allow compensation of drag to better than I percent

for satellites in low altitude orbits.

*Patent applied for.

10
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Chapter 2

SOLUTIONS TO THE EQUATIONS OF RELATIVE MOTION
AND THEIR INVERSION

In those missions where the primary goal of the drag-free satellite is to

eliminate all forces on the proof mass other than gravity it is necessary to

investigate the effects of small nongravitational forces which arise due to inter-

actions between the outer vehicle and the proof mass or which may possibly

penetrate the shield.

Since the answer is desired in a form which compares the actual motion

of the vehicle with an ideal motion where only gravitational forces act, it is con-

venient to use the technique of "perturbation of the coordinates." In this method

the linear differential equations of the relative motion between the actual and the

ideal orbit are derived and the disturbances (forces other than gravity acting on

the proof mass) are treated as driving or forcing terms for these equations.

2.1 THE DIFFERENTIAL EQUATION OF RELATIVE MOTION

Formally one can express these linearized error equations quite simply.

If an even dimensional state vector x(T)* is defined which is composed of two

parts namely the components of the relative position 6r and the components of
#

- x t (Tthe relative velocity 6r viz ) = (Sr, 5r)** then the linearized equation of

relative motion (see Appendix A) can be expressed in the form

x' -= ___(T) = F(I") x(T) + D(T)f(T) (2.1)
d7

*The independent variable • will stand for the true anomaly in this
dissertation.

**The superscript t indicates transpose, thus xt is a row vector.

11



where F(T) is the coefficient (or system) matrix and expresses the system

dynamics, i.e., the basic constraint on the nominal orbit provided by the cen-
tral attracting mass, fiT) is a vector containing the perturbing and/or control

forces, and D(T) is a matrix which expresses the way the forces are distributed

amongthe states and is called the "distribution matrix."

A_a

2.2 THE SOLUTION TO THE EQUATIONS OF RELATIVE MOTION

For f(T) -- 0 , the situation of no perturbing forces, we may write a

formal solution to Eq. (2.1) as

X(T) = X(T, r0) x(T0) (2. 2)

in which the "fundamental matrix" X(T, TO) satisfies the matrix equation

X T = FX (2.3)

where [ ]' =- d[ ]/dT and X(T0, T0) = I the identitymatrix. From Eq. (2.2)

one can obtain the state of the system x(T) at some argument T by having the

state X(T 0) at the argument T O . That is to say, if we have the solution matrix

X(T, TO) , we need only the initial relative displacement and velocity to be able to

compute directly the relative displacement (and velocity) at an arbitrary future

time. The simplest example of this form of solution is for the case in which F

is a constant. In that case we have simply

X(T,T0) = exp [F(T-T0) ] (2.4)

where exp [F(T - TO) ] has the usual interpretation viz:

1 T0)2 1 To)nexp [F0" -T0)] = I + F(T -TO) + _ F2(T - + "'" n-T Fn(T - + "'" (2.5)

12
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This simple situation arises in the problem at hand for the case in which the

"reference" vehicle is in a circular orbit (Ref. 1 ).

For general F(T) there is not necessarily a closed form solution. How-

ever, for the present problem in which the F(T) for an eccentric orbit is peri-

odic and the equations are written in terms of the true anomaly as the independent

variable a closed form solution has been found in terms of simple transcendental

functions (Appendix A).

Irrespective of the form of X(r,l"0) we may formally write down to quad-

rature the solution to Eq. (2.1) in the case in which f(T) _ 0. That this solu-

tion is

x(r) = x(r, xlo dex(r0) + [j r0) D(0) f(0) (2.6)

T 0

can be verified by direct substitution into Eq. (2.1).

This solution can, in general, only be evaluated numerically. This is, of

course, feasible and is done quite often. However, if one wishes to investigate

solutions in which T is allowed to get very large (corresponding to several

hundred orbits), round off errors and prohibitive machine time limit the utility

of direct numerical calculation of the perturbations. Computation of the per-

turbations over thousands of orbits is necessary when the operating lifetime of

the satellite approaches a year or more. Now for cases in which X and Df

are either constant or periodic with commensurate periods (e. g., all periodic at

orbit period), the solution [Eq. (2.6)] can be evaluated with good accuracy over

an arbitrarily large number of periods. This somewhat special case, however,

is quite important to orbit ephemeris problems since many of the significant

perturbations are periodic at orbit period.

13



2.3 THE FUNDAMENTAL MATRIX

4

In Appendix A the fundamental matrix X(T,T0) for the F (see Eq. A-70)

representing a reference orbit of eccentricity e is developed in terms of a

matrix P(T) , viz.,

X(T, T0) = P(T) P-I(T0) (2.7)

in which P' = F(T)P, and the columns of P were independent solutions (i. e.,

t P [ _ 0) to the equation

x' = F x (2.8)

The solutions were all in closed form. However, in order to get X(_', TO) explic-

itly one needs not only P(T) but P-I(T0) . Several methods are available for

obtaining P-I(T0) when one has P(T) . However, most are quite tedious for

P(T) of dimension 4 or larger. Lange and Smith (Ref. 7 ) avoided this problem

by limiting investigations to a particular argument TO = 0. In their case the

4 × 4 constant matrix P(0) was easily invertable. Thus they were able to

generate the matrix

X(T, 0) = P(T) P-l(0) (2.9)

However, they could not easily generate the matrix

X-I(T, 0) = P(0)p-I(T) = X(0, T) (2.i0)

in closed form since P-I(T) was not available in closed form. This again

limited the possibilities in evaluating the solution, Eq. (2.6).

g-

14
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2.4 SYMPLECTIC MATRICES

Several authors, working on orbit transition matrices and other problems

in mechanics, have noted a fundamental property of transition matrices which

connect even dimensional state vectors composed of canonical variables (see

p. 6). These represent canonical transformations. The transition matrices

in these cases are called symplectic and have the property that

_t j_ = j (2.n)

where q_ = q_(v) is the transition matrix with the property that at some

T =T 1

and

q_(T1) = I the identity matrix

[o:]J = where i is the identity matrix

of half the dimension of (p and J. The usefulness of Eq. (2.11) for obtaining

inverses is clear since it is equivalent to

- 1 jt q_tq_ = J (2.12)

-1
which gives (p as a simple matrix product.

*In two dimensions the transformation from coordinates (p, q) to

is said to be canonical if and only if Sq = pr;Sp = -qr; rq = -ps;rp
where Sp = 3s/Sp etc. This is identically equivalent to the condition
QtJQ = J, where Q is the Jacobian matrix

Q = Sp r

and J is as defined above.

15
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Battin (Ref. 5 ) points out that even dimensional transition matrices

satisfying the equation

= F(t) (p(t)
dt (2.13)

where

F(t)
t) 0

_(t0) = I

and G(t) is a symmetrix matrix, are always symplectic. In orbit perburbation

problems G(t) arises from the gravitational gradient forces and is always sym-

metric. The restriction that F have this exact form is unnecessary and the

concept can be somewhat generalized.

2.5 THEOREM ON K-ORTHOGONALITY

The following theorem is useful for obtaining inverses to a rather general

class of matrizants. It is particularly useful in computing orbit perturbations

by the method of "perturbation of coordinates."

Consider the class of systems satisfying the differential equation

=_'(T) = F(r)_(7) (2.14)

where _p and F are even dimensioned matrix functions of the variable T . We

state the following theorem:

Theorem: For systems of the class cp' = F(p with det (p _ 0 the relation

(ptKq_ = C is valid iff* F tK +KF = 0, where K and C are constant

matrices.

*iff - if and only if.

16
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Proof: (Only if) For _v' = F_ and qtK¢ = C we have

d
d-7 (¢_ K_v) = 0 (2.15)

t ' ctq_ Kq_ + Kq_' = 0 (2.16)

¢_ (FtK + KF)_v = 0 (2.17)

for all T . For det cp(T) _ 0, this yields

F t(T)K + KF(T) = 0 (2.18)

for all T .

Proof: (If) For _' = F¢ and (FtK + KF) = 0 we have

(pt (FtK + KF)(p = 0

((pt),K¢ + gatK¢ '

(2.19)

= 0 (2.20)

(pt Kip = C (2.21)

Note that the condition det ¢ = I _v I _ 0 is not necessary here.

* t(T1)Corollary i: If for some T = T i , (p(T1) = I = (p , then C = K and

(ptK_p = K. In this case (p is called K-orthogonal, i.e., it bears the same

relation to the matrix K as an orthogonal matrix does to the identity matrix.

This corollary is useful in orbit perturbation calculations since if K -1 exists

then gp-I is simply K-I(ptK.

The problem of inverting ¢ now reduces to determining whether an appro-

priate K exists for a particular F. No direct method appears available at this

time. The following notes may help in providing an indirect method of finding a

suitable K.

*It is not necessary here that the T 1
does) take on; see discussion on page 28.

17
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Note 2: If K = -K t (i.e., K is skew-symmetric) then KF = -F t K =

F tK _ = (KF) t . In this case F is called K-symmetric and _t K_ = C.

Note2a: If q(Vl ) = I then q K¢ = K.

Note 2b: If for q(_l ) = I we find

(notice J'f = j-1 = _j and j2 = -I). Then ¢_fJ_ = J and _ is called

symplectic.

Note 3: If K = K t is symmetric, then KF = -F_fK = -(KF) % . In

this case F is called K-skew symmetric and _t K_ = C.

Note 3a*: If _p(T1)= I then CtK¢ = K.

Note 3b: For K = I we have the familiar result Ct _ __ I iff F t +F =0

(i. e., _ is orthogonaI iff F is skew symmetric).

The case K = J is of particular interest since the F matrix of Tschauner

and Hempel (Eq. A-70) is J-symmetric. We can easily compute the explicit

restrictions on F imposed by choosing K = J, Let us partition F as

follows:

m
v

fl f2 ]
F = (2.22)

f3 f4

where f. are matrices of half the order of F. Then Ftj + JF = 0, where
1

FtJ
f3 f4 ]

and JF = (2.23)

-fl -f2

*This result is given by Pease (Ref. 12).

18



implies

i.e., we require only that f2
The matrix

f3 - f3_ = 0

f2 - f_ = 0

f4 +fl t = 0

and f3 be symmetric and that f4

(2.24)

(of Battin) is a special case of this.

This theorem and corollaries relating the K-orthogonality of the matrizant

to the K-symmetry of the coefficient matrix is of interest here in that it pro-

vides a possibility for obtaining the inverse of the matrizant directly. In order

to apply these results to a given problem the crux of the matter is clearly asso-

ciated with finding an appropriate K. Although there is no direct method for

obtaining a K for a given system, the K-symmetry associated with the

coefficient matrix as developed in the corollaries provides an indirect method

for inferring it. As an example of this technique, a K for the system in

Appendix A will be obtained and then used for obtaining the inverses of the

matrix.

2.6 INVERSION OF THE TSCHAUNER-HEMPEL MATRIZANT

For the system in which the state 4-vector is composed of the position dif-

ference 6r and its derivative 5r', expressed in terms of the true anomaly as

the independent variable, we have (Eq. A-69) x' = Fx in which

xt = (_, 77,$w,V' + 2_) and

19



F

0 0 1 0"

-2 0 0 1

q 0 0 2

_) 0 0 0

with
3

q = 1 + ecT
4 (2.25)

Q

,i

l
T

Since it is very easy to do, one first tries

and finds that

JF =

q 0 0

0 0 0

0 0 -1 0

2 0 0 -1

21

0
(JF) t is symmetric.** (2.26)

With this result we have, according to theorem (Note 2),

pt"jp = C (2.27)

for some constant matrix C , where P is the P of Eq. (A-72).

Since jt = _j is skew symmetric we know from Note 2 that J is

an appropriate K for this system.

From Appendix A we have a matrizant solution to the homogeneous equation

P'(T) - F(T) P(1-) = 0 (2.28)

*Note CT _ cos T, etc., throughout.

**This result could be anticipated with the knowledge that the above state

vector was comprised of canonical variables.

2O
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P(T> =

0 u 0 u I u2 _

1 V 0 V 1 V 2

o % ul uh
0 1 0 0

3

(2.29)

where

u_(T) = - S__Te(1 +2ecT) = l_e sT - Ul(T)

u_(_) = CT + e(c2T -s 2T)

= _[(1- 4e2)s _" + 2e(1+ 2e2)src r -U_(T)

L.

lc_ (l+ecT)
Uo(r) = e

3Ee2 E u 1(1") 1

Ul(r ) = st(1 +ecr)

eu2(T ) = - ¢2c'r - _(1
E

l[sr + UlO)]Vo0") = - e

+ 2e2)(C2T - S2_-) - 3e2EcUl(T) 1

1
VI(T) = e(1 +ec_) 2

V2(T ) - [(ie212 + sT +e
4 -2 _ (1

6

3e2E VI(T) ]

+ 2e2)sTcT - _._ ]

(2.30)
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The particular form which C assumes depends on the choice of the arbitrary

constants of integration which arise when the u and V functions are evaluated

by the technique described in Appendix A. The values for these functions given

above were chosen in such a way as to make C have the particularly simple

form:

C

"0

1

0

0

-i 0 O"

0 0 0

0 0 1

0 -i 0

(2.31)

The reason for this particular choice is that C 2 = -I implying that C -1 = -C

which is also C _f. With this result p-1 has the simple form

p-i = C-ip_fj = Ctp1-j

and may be obtained by direct multiplication.

In order to determine the conditions on the u's and V's such that C

the form above, we first multiply out P_JP giving

C ip3p4l: p p3p plp p4p p2]
P4_J-Pl-P2 [P_P3 P4tPl P_P4 - P4_P2

(2.32)

has

(2.33)

cl c2]
y

c3 c4

c 3 = _c2_ (2.34)
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giving the following expressions for the ci

[::]c I = (2.35)

ui o -i u_- u2u_I
c 4 = (2.36)

u 2 - u_u I 0

o vI + Ul% - U_Uolc 3 = (2.37)

[0 V 2 +u2u _ u_.0j

c 2 = -c3t (2.38)

Now C is a constant and Eq. (2.32) is valid for all • . Thus we see that

by appropriate choice of the constants in the solutions u and V the C may be

made quite simple. In particular note that the elements of c 4 contain the

Wronskian of the solutions u 1 and u 2 (to Eq. A-39). Thus if we take

[uli]det = 1 (2.39)

u_ u

we have for c4

23



Further, at
have

r = 0 we have that uz(O)= u_(O)= o so that from Eq. (2.39) we

u2(0 ) ui(0 ) = - 1 (2.41)

Looking at c 3 at _- = 0 we have [since Ul(0) = u_(0) = 0 ]

c 3

vl<o) - ui(o) Uo(O)

V2(0 ) + u2(0 ) u_)(0)

(2.42)

Now u_(0) = 0 , ui(0 ) = 1 + e and u0(0 ) =(1 + e)/e [see Eq. (2.30)]. Thus if

we choose

and

V2(O ) = 0 (2.43)

(1 + e) 2
VI(0) = e (2.44)

we will have that e 3 = c 2 = 0 . Carrying out the matrix multiplication of

Eq. (2.32) we find

!

u0

0

T

- UI

0

0

0

Uo Vo

0 1

- u 2 - V 2

u 1 V 1

(2.45)
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p-l(0 ) =

1+____e 0
0 1 e

0 0 1

1 04--'--''--

0 0 l+e

(i + e) 0 0- e

(2.46)

With this result we can now write out the fundamental matrix for the equation,

i.e.,

_ (2.47)
X(_', _0) = P(r) P i(_0)

with the properties

X('r O, "rO)

Using the notation u1(1- O) - ulO

= p(z0 ) p-I(T ) = X(T 0,T)

= p(T0 ) p-l(T0) = I

and Ul(T I) - Ull etc., we get for

(2.48)

(2.49)

X(_ I,T0)

X(T I,I"0) =

un- o-U21U}o

I _ U _ +U T
VllU20 V21 i0 00

! ! ! !

UllU20-u21U10

0

0 u21Ulo-UllU20

1 V21Ulo-VllU20+Uo0

0 UhlUlO UllU20

0 0

V U +U^_
VI0U21 - 20 ii u_

-V00+V01+V2 iVl0-V 1iV20

VloUhl-V2oU 1+%1

1

(2.50)
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For TO = 0 we have the following:

x(r I, o)

(l+e)u21

- (l+e)V21

-(l+e)uhl

0

U0
l+e

VII l+e
1

l+e e

I

Ull

l+e

0 0

(l+e) 2
e u21+u01

l+e)2 V2 +u01e 1

(l+e) 2
e U21+U;l

1

(2.51)

and

x-1(r,o) = x(o, r) =

' u 1Ul 0
l+e l+e

+ u1 - e 2 -Uo

(l+e) u_ 0 -(l+e) u 2

0 0 0

Vl l+e

l+e e

+(l+e)2v2Vo e

-(i+ e)V 2

1

(2.52)

As a check we note that X(0,0) = x-l(0,0) = I.

As a further check we compute X(T, T0) explicitly for

orbit) which gives

e=0 (i.e.,

"c(r - r o)

- 2s(T - TO)

- s(r- r O)

0 s(r- zO)

1 2c(r - TO)- 2

0 c(r- r O)

0 0

2 - 2C(T - TO)

4s(_" - TO) - 3(T - r0)

- 2s(r- r0)

1

circular

(2.53)

Note x-l(r, T 0) = X(T 0, T) _ - X(T, TO) •
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In the foregoing development the particular arrangement of the columns of

P was chosen in a completely arbitrary fashion. It was clear at the outset that

in the form chosen P could never be equal to the identity matrix and thus as

chosen P need not be symplectic (i.e., C need not equal J ). However, one

can rearrange the four solutions in a manner which gives the possibility of the

new matrizant being symplectic. We try the following

Let R =

"u 2 0 u I u 0

V 2 1 V 1 V 0

uh o ul

0 0 0 1

= p

"0 -1 0 0"

0 0 0 1

0 0 1 0

1 0 0 0

(2.54)

In this R(T) = I for some _- is not excluded. We again compute

C = R_fJR

c 1 = rl_r 3 - r3_r 1

c2 = rl_r 4- r3_r 2

= 0

u2u u2u I

c 3 = - c 2

[ 0c4 = VI+UlU _-u0u _

v2÷u2%-u°u2]l

Vl + UlU00- U0Ul1

(2.55)

(2.56)

(2.57)

(2.58)

(2.59)

Again, since these c's are constant we can evaluate at any argument (T) . For

simplicity take _- = 0 . At T = 0 we have Ul(0) = u_(0) = u0(0) =0. We see

here that C = J is certainly possible. For this to be the case we need:
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u2u - 1 = 1 (2.60)

V 2 = 0 (2.61)

v I - UoU -- o (2.62)

We see that we can accomplish this again merely by the same choice of the

integration constants in V 1 and V 2 and by taking the Wronskian of u2u 1

(reverse order) equal to 1. To accomplish this we change the sign of u 2 giving

1 [.32 2 e (1 + 2e2)(C2T - S2T) - 3e2EUl] (2.63)u2 = -u2 = ---4 --- E c'r-_ E
E

which is clearly a solution to Eq. (A. 69) since any constant times u 1

(or linear combination of u 1 and u 2 ) is a solution. We also had

and

or u 2

(1 + e) 2 (2.64)
Vl(0) = e

V2(0 ) = 0 (2.65)

with the exception of the change in sign of u 2 the solutions are the same as we

had previously' However for this arrangement we have C = J and

R _JR = J (2.66)

Thus R is symplectic. An interesting facet of this is that R _ I for an

achievable (real) value of T*. This points out the interesting fact that although

R(T) -- I for some T is sufficient for R to be symplectic it is not necessary.

Furthermore the _- need not be one which the actual system can take on.

We can of course construct an R that does take on the value I at any

selected argument TO . To do this we have only to take a different linear

*Consider the 3rd column of R (in 2.54). For R = I it is necessary to

make u 1 and V 1 simultaneously 0 for which we require (1 + e c T) ---0
(not achievable). Furthermore, with that constraint the 3rd element (r33)
becomes -es 2T _ 1.
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combination of the existing solutions. We can write this downformally quite
simply. Calling the new solution R we simply take

- -I(T0)R = P(_') P (2.67)

or in particular for TO = 0

fi(T)
-1

= P(7) P (0) (2.68)

This is simply X(T, 0) , Eq. (2.51). Clearly R(0) = I and the columns of

are simple linear combinations of the columns of P (or R ). Also it is clear

that the fundamental matrix X(T, TO) is not affected by the choice of R , i.e.,

x(7,%) = _.(T)_-1(%) = v(r)v-_(o)[p(ro)P-:(o)]-1

= P(T) P-l(0) P(0) P-I(T0) = P(T) P-l(r 0) (2.69)

Recall that the above transition matrices are for the state vector

xt = (_,7,}',_7' + 2_) (2.70)

In normal usage we will have the initial conditions in terms of

= Ar/r = x/r , 77 = A_- = y/r , x , and jr. _ and _? can be directly

obtained from x, y, and r. _' and 77', in terms of k, j_, r, and w

as follows.

are

,, = dT dtd_- - w - w dt = _ -rr

= __1 (___)
r_

1 (_ ewxsr _ _ 1 (xcb + 2w_)
= r--w' i + e--cT] 2rw2

(2.71)
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Similarly

and

ewsT

r 1 + ecT

- 2ec02s T
05 -

1 + ecr

1 [_. ewysr= __.._
r_0_ J + ecrl

T/'+ 2_ - 1 2 (y& + 2w_+ 4w2x)
2rw

1
2 (yo5 + 2wp)

2rw

(2.72)

(2.73)

(2.74)

(2.75)

With these relations we can interpret both initial and final states in terms of

more familiar elements.

With these state transition matrices we can now compute accurate results

using Eq. (2.6), i.e.,

[ jlX(TI) = X(TI, T 0) X(T 0) + X-l(0,

TO
TO) D(0) f(0) d01

(2.76)

for any initial argument T 0 and any final argument T 1 and for those (constant

or periodic) forces which allow the integration to be carried out in closed form,

or in which, because of the periodicity in f, require numerical integration

over only one orbit (see Lange and Smith, Ref. 7).

For the example Used above it turned out that the choice of P gave a C

that was invertable by inspection. A less fortunate choice of P, say ¢p, might

require either that the constant matrix C be inverted by conventional methods
-1

or, if at some point "r0, _p(_0 ) was more easily invertable, then C could be

computed directly from the relation
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C -I = _-t(_o)J¢ _P-I(TO) (2.77)

In either event the observation that F has an appropriate K-symmetry

allows the inverse to be obtained by at most the inversion of a constant matrix.

2.7 FUNDAMENTAL MATRIX FOR A NON-CANONICAL STATE VECTOR

We may extend these results another step by noting that if we are interested

in the transition matrix for some other (non-canonical) state vector, say

with

y ____

X

4'

1 0 0

0 1 0

0 0 1

-2 0 0

1 0 0 O'

0 1 0 0

0 0 1 0

2 0 0 1

O'

0
t

0 _'

1 r/'+ 2_.

-- U x (2.78)

• y _ U+y , U+U = I (2.79)

then having X(a,b) , in x(a) = X(a,b) x(b) , we can get Y(a,b) , in

y(a) = Y(a,b) y(b) , simply as follows

x(a) = U+y(a) = X(a,b)x(b) = X(a,b)U+y(b) (2.80)

y(a) = U_XU÷y(b) ---Y(a,b) y(b) (2.81)

From which we have

Y(a,b) = U_X(a,b) U+ (2.82)
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and

Y-l{a,b) = U_x-l{a,b)U+

= U_X(b, a)U+ = Y(b,a) (2.83)

Thus if we can select a state vector, say x where x' = Fx + Df, for which

the F has some symmetry, then given some matrizant (p (where (pT = F_o)

we can always get the transformed fundamental {transition) matrix Y and its

inverse y-1.

Looking at this problem another way, we can write:

y = U_x ; x = U+y (2.84)

or

y' = U_x' = U FU+y + U_Df (2.85)

y, + Dlf= FlY

where

D 1 = U_D (2.86)

and

F1 = U FU- +

0

0

4+q

0

0 1 0

0 0 1

0 0 -2

0 2 0

(2.87)
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This F 1 is essentially that used by Lange and Smith and does not have the

readily apparent symmetry of the F of Eq. (2.25) [as seen in Eq. (2.26)].

However, a K can be found namely

K 1

0

2

-1

0

-2 1 0

0 0 1

0 0 0

-1 0 0

(2.88}

such that

K1F 1

'4+q 0 0 0"

0 0 0 0

0 0 -1 0

0 0 0 -1

is symmetric, and K1F1 = (K1F1)_. = F:KI# =-F:K 1 .

satisfying _I,' = FI,I, , we have @T K1 @ = C1 , and thus

_-1 = C;II, i-K1

(2.89)

Thus, for any _,,

(2.90)

This particular example is somewhat special in that, since F 1 can be obtained

from F by a similarity transformation, K 1 can always be obtained from K

by the corresponding congruent transformation, i.e.,

for

F_fK + KF = 0 (2.91)
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and

F 1 = U+FU_ (2.92)

Then

K 1 = U$_KU_ (2.93)

gives

F_IK 1 + KIF 1 = 0 (2.94)

However, it does illustrate the point that for an F with no "apparent" symmetry

an appropriate K-symmetry may exist.

For completeness we write the explicit form of Y(T 1, T2) the fundamental

matrix for the state vector y_ = (_,T}, _', T}')

Y(T 1, T2) =

-- ! - - ! - 0
u21(2V12 u12) Ull(2V22 u22) 21101

2(V21VI 2-Vl IV22+VoI-V02 ) i

_ v _ r +1 0U21U12 UllU22+2(u21VI2 UllV22 u01)

2+2u01 +2Ull (2V22-u_2)-u21 (2V12-u_ 2 ) 0

u21u12-UllU22

V21u12-VllU22+u02

v _ r

u21u12 UllU22

2(UllU22-u21u12)

u21V12-u11V22+uOl

VoI-Vo2+V21VI2-VIIV22

u_lV12-U_lV22+U_I

l+2(UllV22-u21V12-u01)

(2.95)

and for e = 0 we get (letting r 1 = a and T 2 = b )

Y(a, b) =

4-3c(a-b) 0 s(a-b)

6[s(a-b) - a+b] 1 2[c(a-b)-l]

3s(a-b) 0 c(a-b)

6[c(a-b)-l] 0 -2s(a-b)

2 [ 1 -c (a-b) ]

4s(a-b)-3(a-b)

2s(a-b)

4c(a-b)-3

(2.96)
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If we take b = 0 in the above and recall

[.] = d[ ] = dT-. _ = w[ 1'
dt dt d_

Eq. (2.96) is identical to the result of Lange (Ref. 1).

2.8 THE FUNDAMENTAL MATRIX OF THE ORIENTATION OF A FREE
BODY IN EULER PARAMETERS

In Chapter 3 we deal with a body which is tumbling in an uncontrolled and

torque free mode as a result of arbitrary but known initial rates. Although it

will not be necessary to know its orientation to effeat the proposed translation

control it is convenient in the analysis and evaluation of the results to view the

relative motion in a locally level (non-tumbling) frame.

By expressing the "state of the body orientation" as a 4-vector in terms

of Euler parameters one can then obtain the state at any time in terms of the

initial state through the fundamental matrix of the system.

Although expressions for Euler parameters in terms of Euler angles,

direction cosines, etc., are available, the fundamental matrix for a free

body having two equal moments of inertia is developed for the first time in

this section.

This solution affords an interesting insight into the structure of the funda-

mental matrix and in the process a theorem is presented for the solution of a

class of matrix differential equations which includes the rotation of a free body

with two equal principal moments of inertia.
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The corresponding problem for the general body has not been solved to

date. A closed form solution would still be academically interesting, although

it would probably include elliptic functions andthus present the problem in

digital machine simulation of the relative economics of obtaining the elliptic

functions versus solving the differential equations continually.

In terms of Euler angles defined in Fig. 2-1 the four Euler parameters are

defined as follows:

= ssc

v = s_s

0 +e__t_t
= c_s 2

0 _o+_
X = c_c 2

(2.97) B

If we define a state (row) matrix q$ = (_, _/, _, ×) then the dynamic

equation of torque free rotation of a rigid body can be written as

dq-qr = 1dt 2 _q (2.98)
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where fl is a 4×4 skew symmetric matrix composed of the angular velocities

in body coordinates namely

_2

0

-0) 3

w 2

-col

co3 -w2 C°l'

0 Wl co2

-w 1 0 w 3

-o) 2 -w 3 0

(2.99)

Matrices of tMs form containing only four distinct elements are quite useful in

dealing with 4-vectors. They have several interesting properties which follow

from direct operations. (See Weiten, Ref. 16. ) First note that for O's on the

diagonal as indicated

2 2 2) _0)2= + I = I_2 - Wl + °)2 o93 (2. i00)

in which the scalar

angular velocity.

Note also that

2
w is the square of the magnitude (norm) of the total

4
det_ = {Of = w ¢ 0 (2. lol)

and that

_t_ = _21 (2.102)

so that

Thus (1/o9)

i ot - i
=-5

¢o o9

is an orthonormal matrix.

(2.102)
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There is of course considerable symmetry in

under the following partitioning: we canwrite

fl . This is very evident

I2 (2. 104)

where

A = (2.105)

and

F

B ---- (2. 106)

and define

A

B
0

(2. 107)

(2. 108)

and note that _2 = A +B.
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By direct multiplication we find

0

A2 = _2 = - w2I
(2. 109)

2 I = -b2I (2. 110)B2 0 2 + _2-_ _ = _ a)1
0 _2

Furthermore since

2 b 2 2
w 3 + = w (2. 111)

we have

A 2 + B 2 = -w2I (2.112)

and since

= B)2 2D2 (A + = A 2 + B 2 + AB + BA = -w I (2. 113)

we have that

AB + BA = 0 (2. 114)

We will find this useful in what follows.

As a direct consequence of the vector Eq. (2.98) we can write the corres-

ponding m atrix equation

1
Q' = _ _Q (2.115)
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where

q(t) = Q(t) c (2.116)

and c is a constant vector and Q is a4x4matrix.

If we find a matrizant solution Q such that det Q _ 0 it is well-known

(see also Note 3b) that, since fi is skew symmetric, Q is orthogonal,

i.e.,

QQt = I (2.117)

It is also well-known from rigid body dynamics that in the case of torque

free motion that since wx, 00y, and ¢_z can be written in closed form in terms

of Jacobian elliptic functions, the angular velocity is periodic, i.e.,

f_(t) = $2(t + T) (2. 118)

For _2 periodic we know from Floquet theory (Ref.

matrizant Q in the factored form

25) that we can express the

Q = pe Ct (2.119)

where C is aconstant4x4matrixand P(t) = P(t+T)

matrix with the same period (T) as _. Furthermore

related by the equation

is a periodic 4 × 4

P and C are

1
P' = -_2P - PC

2

and due to orthogonality of Q we have

pip = I, iff,C + C t = 0

4O
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2.8.1 The Form of the Matrizant Solution

For certain _ it will turn out that P may always be chosen in a particu-

lar form namely

Gt
P = e (2. 122)

where G

For

is a constant 4 x 4matrix.

Gt
P = e we have

We investigate the implications of this.

p, = GeGt 1 Gt Gt C
= _ _e - e (2. 123)

or

v 1_ = eGt(G+C) e -Gt (2 124)2

since this is true for all t, we have at t = 0

Gt
Thus P = e

1 1
_.q(t=0) -2_0 = G+C

implies that _2 has the form

(2.125)

= eGt _0e-Gt (2.126)

and

Recall 92 2=-w I for all t

_2 eGt 2 -Gt
= 90 e (2. 127)
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thus

gO2 = -w_I (2.128)

giving

_22 Gt 21 e-Gt 2
= -e w 0 = -w0I = constant (2.129)

Gt 2
Thus the implications of choosing P = e are that 0) is a constant and

has the form

Gt -Gt
= e n 0 e (2. 130)

Now we know from rigid body dynamics that for arbitrary initial rates in order

for the square of the total angular velocity to be a constant at least two of the

principal moments of inertia must be equal.* Taking 0)3 to be the angular

velocity about the axis of unequal inertia, then 0)3 will be constant and I 1 = 12 .

Recalling our partitioning we see that in _ = A + B that for 0)3 = constant,

since

A = o)3 j = (2. 131)

-1

we have

A' = 0 (2. 132)

*For 0)2 = constant, 0 = W'l¢Ol + w'2w 2 + w_w 3 = WlW2W3(k 1 + k 2 +k 3) =

klk2k3¢01_2w3 [see Eq. (2. 134) for definition of k's]. Thus for arbitrary

¢01, w2, w3 _ 0 oneofthe k's must be zero. Ifwetake k3= 0, we have

11 = 12 and since w_ = k30)lW 2, _o3 = constant.
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Furthermore, we have

(2.133)

which from Eulers equations we know to be

(2.134)

where

13 - 12 I1 - 13 12 - I1

kI m I1 ' k2 _ 12 ' k3 _ I3

and that for 11=I 2 we have k l=-k 2, and k 3 =0 (which led to w 3 =constant).
Thus

c°l w2]
B' = klW 3 = k I A B

w 2 -w 1

(2.135)

From this we can easily conclude for the 4><4 matrix B that

k 1
B' = klAB = -_-(AB-BA) (2.136)

Since A' = 0 we have

_' = (A' + B') = B'
k1

= _- [A(_ - A) - (_ - A)A] (2. 137)
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k1
_' = 7- (A_ - _A) (2.13s)

2.8.2 Theorem on the Form of the Angular Rotation Matrix

We now state the following theorem:

For matrices satisfying the differential equation

12' = GQ - 12G (2.139)

where G is a constant matrix then can always be written in the form

eGta0e-Gt (2. 140)

where _0 = _(t=0).

Proof: we make the substitution

we find from Eq.

= _,e -Gt

(2. 139) that

-Gt
_' = (i2" - i2*G) e

' = (2.141)

= Gi2*e -Gt - _*e -GtG

-Gt
= (G_* - _*G) e (2. 142)

which gives

which for G = constant

_*' = G_*

has the unique solution:

_2" = eGt[2$
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(2.144)

i i:: _



Hence, since _2_) we have

Gt - Gt
f_ = e f_0 e (2. 140)

Thus the condition that two principal moments of inertia are equal in a body

moving according to Eulers equations for torque free motion is sufficient for the

angular velocity magnitude w to be constant and for the angular velocity matrix

f_ to have the form _ = e Gt f_0 e-Gt in which

1
G = _ klA (2. 146)

2.8.3 Exponential Form of the Matrizant Q

We previously established [Eq. (2. 126)] that P = e Gt was sufficient for

= eGtf_0e-Gt This combined with Eq. (2. 146) suggests_2 to have the form

that we try

1_klAt2 Ct
Q = e e (2. 147)

1
as a solution to Q' = _ _Q [Eq. (2. 115)]. Direct verification shows that

Eq. (2. 147) is a solution to Eq. (2. 115). We can now easily evaluate the cons-

tant matrix C . We have from Eq. (2. 125) that

1
C = _n 0 - G (2. 148)
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1
with G = z_-klA this gives for C

1
C = _ _0 -klA (2. 149)

or in light of our partioning of _2 [see Eq. (2. 108)]

1
C = _ (1 -kl) A + B(O) (2.150)

giving finally

kI At/2 (_0 - klA)t/2
Q -- e e (2. 151)

We observe now that the matrizant Q can be easily converted into a "Funda-

mental matrizant" by the simple expedient of writing t I - t O for t .

Thus for

and

t = t 1 - t o

klA(tl - t0)/2 (_0 - klA)(tl - t0)/2|
Q(t 1, to) = e e /
Q(t0, t0) = I

/

Q-l(t l,to) = Q(t0,t1) J

(2. 152'
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2.8.4 Geometric Interpretation of the Exponents of Q

Before proceeding with further evaluation of Q it will be useful to get a

geometric picture of the problem. Figure 2-1 is the familiar Euler angle view

of the displacement of a rigid body.

Z

i

 c0k°lL!

Y

Fig. 2-1 Rotation of a Rigid Body in Terms of Euler Angles

The following geometric relations are valid

2
03

2 2 2 2 2
-- 031 + 032 + 033 031 + 032

w 1 = _bsOs_

032 = _sOc¢ for 03

z

_3 = + + _c0

@sO) 2

(_ + _cO)2

|

constant, O.= _onstant IJ0

(2. 153)
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Now we had

2 2 = b2 (_sO)2Wl + w2 = constant = (2.154)

Since 0 is a constant we see that _ is a constant. Similarly _ is a constant.

From Euler's equation we have

12 - 13

¢bI = k10)2w 3 , k 1 = i1 , 11 = 12 (2. 155)

Thus

which gives

and

6) 1 = _s0cq_ = kl_S0C(p( _ + _c0) (2. 156)

= kl0) 3

9(1 - kl) = kl_C0

(1-kl) 0)3 = _c0

(2.157)

We now evaluate Q using these quantities. We have for A

A

0)3 0 0

0 0 0

0 0 0)3

0 0 - 0)3 0

o)3K and K 2 = - I (2. 158)
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Thus (taking _t = _ )

1 1 1 _tK = 1klAt = _kl_O3tK = _ _K
(2.150)

(this implies ¢ = 0 at t = 0). Now since

Recall

giving

flO = A+B0

_20 -klA = (I -kl) A+B 0 = (1-kl) ¢o3K+B 0

= _c0K + B 0

( 2)2 = B 2 2+_ 2 IB 0 = _ w 1

B02 = - (_s0)2 I

(2. 160)

(2.161)

(2. 162

(2.163)

If we now define the constant 4 × 4 matrix fl0

1 2
rao= - Ifl0 - _s0 B0 '

(2.164)

and since at t = 0 , ¢ = 0

i] , and fl0 =

"0 0 -1 0"

0 0 0 1

1 0 0 0

0 -1 0 0

(2.165)

then

fl0 - klA = _b(Ke0 + fl0s0)
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which gives for Q (taking _bt= ¢ )

Now

and since

we have

Hence

Thus

¢K/2 _(Kc 0+fl0s 0)/2
Q = e e

e ¢K'2/ = Icos '_ +Ksin
2Z

K_0 + fl0 K = 0

fl0s0)2 2s20) = _ I(Kc0 + = K2c20 + fl0

¢(KcO + fl oSO )
e = Ic __ + (Kc0 + fl0s0) s 2

(2. 167)

(2. 168)

(2. 169)

(2. 170)

(2.171)

(2. 172)

which is the fundamental matrix of the Euler parameter 4-vector for a free

body having two principal inertias equal.

2.8.5 Explicit Form of the Fundamental Matrix Q

Carrying out the matrix multiplication gives

Q: I(c_2c_-S--_-s_c0)+K(s_2c_2+c_2s_2c0)22

_0(c_ __)__0C__2__2_) (2. 173)
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where again I is the identity and

K

0 1 0 0'

-1 0 0 0

0 0 0 1

0 0 -1 0

fl0 =

0 0 -1 0 _

0 0 0 1

1 0 0 0

0 -1 0 0

K_ o
0

-1

0 0 0 1

0 0 1 0

-1 0 0

0 0 0

We notice Q has certain symmetry and thus we partition Q as follows:

Q = -Q2 Q1

where

and

making the substitution

_-_ =
2 2

2 2

O/

0 = 2y

(2. 174)

(2. 175)

(2. 176)

(2. 177)
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gives the following equivalent form

Q1 = ['Ylcac2_ +
cps2T

12L_sac 7+ sfls2T

2 1sac _ - sfls2y

co_c _ + cfls 2

(2.17s)

= [- s_/cT(s_+ sa)
Q2 k s_c_(c_ - ca)

sTc_/(cf_ - ca) ]

]s_/c_'(sf_ + sa)
(2.179)

This Q , in any of the forms above, is the solution to the equation Q' =(1/2)12Q

with the initialcondition Q(t = 0) = I .

The point of main interest is that, since Q(0) = I , the 4-vector of Euler

parameters is given by

, u

77

q(t) = = Q(t) q(t = o) - Q(t) qo (2. 180)

×

For any initial q0 (within the constraint that qt0 q0 = 1 ).

As a check on the algebra we compute q for qt0 = Is(0/2), 0, 0, c(0/2)]

(corresponding to (p = ¢ = 0 ) and get:

sT(cac27 cfls2T) 8 2 _ I= + -c27sT(c/_-ca) = s_/c_ = s_c

s_,(s25,sfl 2 sTc27(sfl 0'7 = -c _sa)+ +sa) = s_sf_ = s_s

2 s s2 ) e_" = s _/cT(sfl + sol) + cT(so_c2T- = c_'so_ = c_s

I

2 c2T cfls2T) O ____J){ = s 7c7(ca -cfl)+c_(c_ + = c7c_ = c c

which is the familiar expression relating the Euler parameters to the Euler

angles.
52
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Chapter 3

EVALUATION OF THRUST CONTROL SYSTEMS FOR A

TUMBLING VEHICLE

, In this chapter we address the problem of controlling the relative displace-

ment between a reference body and a second satellite vehicle. Nominally we

will think of the reference body being wholly contained in, i.e. surrounded by

the vehicle. As such, it can be shielded from air drag and various other per-

turbing forces, and to the extent it is not perturbed by the surrounding vehicle,

the reference body will move in a purely gravitational non-decaying orbit. If

the "vehicle" is simultaneously controlled so as to never come in contact with

the reference, then it must also follow a purely gravitational trajectory.

In order to accomplish control of the relative translative motion between

the reference and the vehicle it has been proposed that only the relative position

of the two bodies and the angular rate of main (outer) vehicle need be measured

(Ref. 1). The control would be accomplished by six gas expulsion jets mounted

at each end of a body fixed (orthogonal) axis system (triad). With this concept it

would not be necessary to control the angular motion (i. e. attitude) of the vehicle.

Indeed only its angular rate relative to inertial space need even be known.

Such a control system has several features or criteria on which it might be

judged. First, it must be strong and fast enough to prevent contact between

vehicle and reference during some range of perturbations, second it must have

certain capture characteristics both for initial capture and capture in case of a

low probability event that perturbs the system beyond its normal region of oper-

ation (e. g. the outer vehicle experiencing a non-destructive but major meteorite

collision), and third and very important it must be efficient in the use of stored

(on board) propellant in order to achieve maximum life. There are other factors

which would influence a detailed design but for an initial synthesis the above are

deemed adequate.
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In Ref. 1, the feasibility of this sort of control was proved for a linear

control law and conjectured for on-off control and in the early stages of the

present work feasibility of the conceptwas confirmed.

This chapter describes the results of a comparative study of capture char-

acteristics andfuel consumption during limit cycling for three specific nonlinear

control systems.

3.1 PRECISESTATEMENT OF LIMIT CYCLE FUEL CONSUMPTIONPROBLEM

The limit cycle fuel consumption problem can be stated precisely as follows*

Given.

(1) A particular dynamic plant to be controlled: in our casewe have a second-

order system

(2)

II
P = fd + fc

or in the body frame (3.1)

BB -- a B .....
-,- +2wx +--,.xp+o.,×(_xp) = fd +p P "c

in which we wish to control the relative displacement p (See Fig. A-l)

with a control force f-_ in the presence of a disturbing force fd

A set of noisy observations: in our case the output of a position sensor

-'* -" "* (3.2)
X = p+X n

(3)

in which the output x consists of plus the noise x n

to be white, gaussian, and uncorrelated.

An error criterion: in our case that

which we assume

2 (3.3)E(p2) --< Po

that is the expected value (E) of the magnitude of the position difference

p be always less than some specified distance Po

*B. O. Lange, private communication, April 25, 1966.
II

**_ _= ii_ix +]i_Si + %_5iz , i.e., the superscript implies time derivative
expressed in the coor_nated frame specified, e.g., I = inertial, B = body.
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(4} A control mechanism: in our case body fixed on-off thrusters _ = ku
c

in which the u i can take on only the values 1, 0, -1, and have a thresh-

old for activation x ° (expressed in terms of the signal x ), and also

have some minimum on time 6t which results in a minimum impulse

k[u6t[ = Imi n

Then, if we define the total fuel consumption (total impulse) I(r) as

T

I('r) = kf0Ul ]+ l u2 I+ l u3 I) dt

O

= k Iu2

The problem can be stated as:

dt

Determine the u(t) based on the constraints 1-4 such that

(3.4)

E(I 2) + X [E(I)]2 (3.5)

is a minimum, where _, is a parameter which depends upon the mission.

Unfortunately, there is no known exact analytical solution to the problem as

stated.

In order to obtain a partial solution to this problem three different control

systems were simulated on the B-5500 and their limit cycle fuel consumption in

the presence of noisy position measurement were compared. The systems are

(1) pseudo-rate with bang-bang control, (2) lead-lag with bang-bang control,

(3) lead-lag with PWPF (pulse width-pulse frequency) control. These systems

will subsequently be described in detail.

3.2 THE DYNAMIC CHARACTERISTICS OF THE SYSTEM (PLANT)

The dynamical plant which the system must control is illustrated in Fig. 3-1.

The vector equations of motion are simply

II

P : + fc (3.1)
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Fig. 3-1 Block Diagram of the Relative Translational Motion Between an
Outer Satellite and an Inner Proof Mass. This is the dynamic

system to be controlled.
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and

---- B ---

I • w + wx I • _o = M d (3.6)

I2
where _" is the relative acceleration between the reference and the vehicle,

where fd is a disturbing specific force and fc the control specific force.

Equation (3.1) can be coordinatized in either body or inertial coordinates. As

it is written inertial coordinatization is implied. In that reference frame a

control law that is known to be capable of controlling a linear version of the

system is simply

I

fc = - KvP - Kpp (3.7)

I

where again p, p are the relative velocity and displacement, and K and K
v p

are positive gain factors. Now the measurements that we can easily and directly

make on the state of the system are (1) the position of the proof mass relative

to the vehicle in (some) body coordinates and (2) the angular velocity of the

(outer) vehicle with respect to inertial space. If we express Eqs. (3.1) and

(3.2) coordinatized in the body frame we get

BB B B

p +2w×p +w×p +w×(o)×p)-f d =- + w x - (3.8)

in which w is the angular rate of the body frame (coordinate system) with

respect to inertial space. Now the left hand side of Eq. (3.8) contains the

terms or elements which are intrinsic to the problem. The right hand side has

the terms proposed for control. In order to effect control we must either

measure them, derive them or do without them.

In the studies that follow the systems were simulated on the digital com-

puter and the synthesis was developed one step at a time.

I stands for the inertia dyadic.
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3.3 ACTUAL RATE SYSTEMS

3.3.1 Proportional Control

As a point of departure we first simulated the linear system with pro-

portional control. This provided a check that the program was operating properly

and gave a calibration for evaluating the nonlinear system. A block diagram of

the system is shownin Fig. 3-2. In all the simulations that follow the condition
that the outer vehicle be tumbling in anarbitrary fashion was established by

giving the vehicle (having three different principal moments of inertia) an initial

angular rate about two of the axes (typically 0.1 rad/sec about z and 0.02 rad/sec

about y) and then letting it tumble with no subsequentdisturbing moments.

In order to interpret the results, especially the capture characteristics, it

was desirable to be able to view the relative displacement betweenproof mass
.

andvehicle from the non-rotating frame. Thus, in the simulation the displace-

ment was continuously computedin both the rotating and non-rotating frame.

Phaseplane plots in both reference frames were made for all systems tested.
Becausethe control law is a familiar one as viewed from the non-rotating frame,

the phaseplane plots in the non-rotating frame (designatedwith the subscript I

on the plots) are more familiar and thus more readily evaluated.

The plots were all made on the CALCOMP plotter and the presence of straight

lines in the phaseplots where onewould expect parabolas is due to utilizing too

few points in the interest of machine time conservation. This phenomononis

especially evident in some of the initial capture excursions.

*This was the reason for the interest in the fundamental matrix of a free
body developed in Chapter 2.
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to angular, Coriolis, and centrifugal accelerations

Fig. 3-2 X Channel (Typical) Actual Rate With Proportional Control
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The following system parameters were used throughout:

13 - 12 11 - 13 12 - 11

k I - i1 - 1 ; k 2 - i2 = 0.3 ; k 3 - i3
= 1

Drag specific force = 0. 0001 ft/sec 2 in y direction at t = 0 ; initial body rate:

= ;Wxo 0 ¢0y° = 0.02; Wzo = 0.1rad/sec;w ° = 0.001;e = 0 ;integration
step size = 0.1 sec ; control specific force = 0. 001 ft/sec 2

Figure 3-3 is a phase plane plot of y-axis capture with proportional control,

(3.9)

3.3.2 On-Off Control

The next step consisted of using the same system set-up but replacing the

proportional control with a simple on-off (or bang-bang) control [ i. e.,

fcy = Kv sgn(Py)]. A phase plane plot of the y-axis capture for the above

conditions is shown in Fig. 3-4,

A comparison of these two trajectories indicates a nominal (macroscopic)

equivalence between the two control laws.

The last step in the preliminary verification of the system was to include

hysteresis and dead band in the control law in order to more closely represent

a real system.

This was implemented as follows:

Letting

x Y

K

-Y_z +--NKv

*In what follows, the symbol T 2 is also used for the ratio Kv/K p ,

6O
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Then

i SGN(Px) for IPxl > HYS+ DB

V

fcx 4- for 1Px I < DB (3.11)

for DB < r,IPx[ < HYS + DBCX

In Algol language r, ...,, means insert the quantity on the right into the storage

location identified on the left; HYS is hysteresis and DB is dead band; and

where the third condition is understood to apply in a digital system in which we

mean the state at some time (t + At) is the same as it was at time (t) , the

previous step. With HYS = 0.0005 ft and DB = 0.001 ft Fig. 3-5 is for

proportional control and Fig. 3-6 is for bang-bang control.

3.3.3 Limit Cycle Performance With Bang-Bang Control

In the studies to this point, system performance has been viewed in terms

of capture characteristics only, and it is clear from Fig. 3-6 that adequate

capture is achieved by this system, i.e., one which uses exact rate plus position

to operate an on-off control having deadband and hysteresis.

To establish base line performance for "steady state," during which the

system operates in a limit cycle mode, the initial conditions were chosen so

that the system started inside the limit cycle states so that no thrust was required

for capture. The drag force was sized to correspond to a deceleration of

10 -4 ft/sec 2 corresponding to the drag at an altitude of about 125 nm. The thrust

specific force was set at ten times the drag (i. e., 10 × 10 -4 ft/sec2). For a sys-

tem in which the thrust just compensates for drag the jets would be on 1/10 of

the time. This corresponds to 10070 efficiency. One would not expect 10070

efficiency in the situation under investigation since the vehicle has an angular

velocity about all axes and thus body fixed jets of finite size firing for a finite

length of time could not have their entire thrust in a single direction (i. e.,

opposite the drag force). However, one would hope that the jets would never

fire at such a time (position) so as to add to the drag force. In order to investigate
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this, the orientation of the vehicle relative to the drag force was determined

explicitly and used to "decommutate" the time-on of the various jets. In a typical

run this system was operated for 500 steps. At each step it was noted which

jet(s) was on. To operate this system in the limit cycle mode required 75 on-

impulses (66% efficiency) compared to an absolute minimum (100% efficiency)

of 50 impulses (1/10 of 500). The phasing of the impulses was, however, such

that no pulses came on in a direction that aided the drag so that we may interpret

the extra fuel as that required for control in the directions transverse to the drag

force.

The limit cycle performance of this system is shown in the graphs in

Fig. 3-7. Close inspection of the phase plane plots in body and "inertial" coor-

dinates shows the effect of the predominant vehicle rotation, which is about the

z body axis, in that the drag causes each axis in turn to operate up against one

side of its dead band. One would expect this with the continuous drag force.

Figure 3-8 is a "decommutated" display showing the time and direction of x-jet

thrust-on relative to the direction of drag. Note that the thrust-on impulses are

nominally all in the same direction; i. e., negative for y > 0 and positive for

y < 0 . The drag force is in the plus y direction.

With the investigation to this point, then, we have established the "baseline"

performance of a system in which an on-off thruster having both hysteresis and

dead band is used. In this system the thruster is controlled by actual position

and rate of the vehicle relative to the proof mass. The control law used for the

switching line is the position plus a constant times the velocity as viewed in a

non-rotating coordinate system (i. e., not fixed to the tumbling vehicle). The

quantities used, however, are explicitly available and used in terms of body

coordinates so that the control law explicitly exhibits the transformation between

the rotating and nonrotating coordinates. With the results of this Investigation

the efficacy of this type control law as proposed by Lange (Ref. 1) is established.

3.4 DERIVED RATE SYSTEMS

From here we proceed with variations of this system in which some form

of derived rate (velocity) is used in pIace of actual rate in the control law.
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This procedure is motivated by the difficulty in making a direct measurement of

the velocity. Also, in the hopeof simplifying the systems, we investigate the

effect of omitting some of the terms in the process of "deriving the rate." The

three different control schemespreviously mentioned are compared.

For these tests, no specific capture performance criteria were defined

since in normal operation capture is expectedto occur only once in the system
lifetime, although in somemissions occasional excursions out of the deadband

region might arise and be overcome without compromising the mission. For

that type mission capture would be more important. In this study the function

of the capture runs was essentially to verify that the systems would capture and

were thus operating properly. In initial runs the rate gain T2 = Kv/K p was

varied from about 0.1 to 10 and T 1 the lag gain from about 0.02 to 1. Com-

parison between systems was made for similar parameters. Final tests were

run with T 1 = 0.1and T 2 between 1 and 3.

3.4.1 Pseudo Rate with Bang-Bang Control

The first scheme for deriving the velocity we give the name "pseudo rate."

This scheme consists of integrating the output of the switching amplifier (or

relay) that turns on the thrust valves. Since the output of this amplifier results

directly in vehicle acceleration, one integration of the amplifier output corre-

sponds nominally to vehicle relative velocity (assuming proper initial conditions)

This procedure has'the desirable feature that the switching amplifier output is

typically very clean (noise free) and thus the derived velocity signal is also

clean (as opposed to a system in which rate is derived by taking a derivative).

Since this signal is very noise free the system has little tendency to waste fuel

due to unwanted jet firings. The scheme has the disadvantage that the effect of

the perturbing force (drag) is not directly included in the velocity derivation.

(The drag is indirectly included, however, by virtue of its effect on the position

which also affects the switching amplifier. ) A block diagram of this system is

shown in Fig. 3-9. The characteristics of this type system are similar to the

68



!

(ZS_y - yS_z) - AACFX*

f----- 2(Wz:_ Wy_) _ CORFX

z ) --- CENFX

ax , ""

FORCE

"'7

I
I
I
I

_ Wx(K2w z - K3Wy ) =- ACFX
2 (Wz_ p Wy_p) OR FX

x(_ 2 + Wz2 )= ENFX

Kp/Kv = l/T2 1

DB + HYS ] f--i

1
a

i¢ = px

p TlS +1

px

)

K

--2x+k +zw
K p y

V

(ZWy - yWz)

CONTROL

SYSTEM

BODY

DYNAMICS

P

xNOISE

- yw z

Psuedo

Rate

Fig. 3-9 X Channel (Typical) Pseudo-Rate Control System

69



O

,-'4

x

o

_2

>_

L)

©

>

o

x

_9

>_

L)

>

O. 750

-0.750

0

-1.500

-2.250

-3.000

-3.750

IIL
Jtl;

itl!

'L]

i LLI I

i[lI
LLL!A

t_I

[ II
i1t!i

:ii i

.,÷ ,

i!!__ _

;;;_I ]
!

44-L

It!

!!!. 4-

l_It -.

ti ir
-0.800 -0.400

2.000 - r

1. 000 i_:j_,j

Ilii

iii
_ AL:i

o lli
li!!

Jl

-. I000 , LiJ

L_IJ
Ill

-2. 000 _!_

-3. 000 _l!iI
!II

i
-4. 000

-0.500

A_

1
I
t

L
I

i_
T_

l!

ti ti
i] It

ti "

A_ -Lk

!I"I!
I:

i

_! ,• "i
L

2t. H
..-+

_'_- -: t

44_

LLLL
Hil

i ....

tLr_
liit

_-iil

i __12

51t

,i i z litl;

111 iL '

i .it, •

_'LL___L :zL _ --'_'2:.

il, ....

illlI_

ii ilill !!_:!

-H-[+iT[iT! i;hi

0 0.400 0. 800 1. 200

Y! DISTANCE (ft x 102)

_i _-_, T[:, 2

_ _L_

I:tl "_

t;'_;r; -

I;!1

i_il z

tt TT

]!_, ,-o

-Y'_- +4Gr

I! __:
121!

22_ _

I_ I] !!;
t_ _] t]I!;,

I

-0.250 0 0.250

iit
511

-G

I ti

0.500

_ i i J

IL|'

i l-i'

!!}

ll}
l!I

l!!

'_-'_ LOCAL
"' LEVEL
!Ii FRAME

ilt

Trt_

-I-H_
!!Ii

Ill

!_"_"

ili
I

1.600

!]l_,!ilil
!I...., IH!it!,t 14,'

-LL-

J1 2][[] !!ti]l

_ : ,:/ill!' 1'
....,H t! ....

il t',_!
ff -i-! i_ ; _-i-;-_
_: ii, i;111/: :

]I_ ___tl III

i_ !!!i

i! tti!J llii
I

0.750 1.000

Y DISTANCE (ft× 102)

T 1 = 0.1 sec

T 2 = 3 sec

HYS = 5 x 10-4 ft

DB = 10-3 ft

DRAG SPECIFIC

FORCE -- 10-4 ft/sec2

CONTROL SPECIFIC

FORCE = 10-3 ft/sec2

BODY
FRAME

Fig. 3-10 Pseudo-Rate Capture Performance

70

II



x

¢9
cD

>_

F-4

L)
0

;>

3.000

1.500
i il!iti;t

_ _EJ.iZ..........

I _' ii
_ :itl
!- i.-i-i-.__ltl......;_

., , !I11

!, ,,_, iii!

iIl! ::Ji

-+-,-+-+- -_ _4-+ _ _-..+-

..... !ll!

I

0 1. 000

YI DISTANCE (ft × 103)

i t

t_

_3
il

r

:1
LI

2.000

LOCAL LEVEL
FRAME

x

¢9
q)
O]

_9

>

>_

6.000

4.000

2. 000

:i_Sii ....

I t I t I

Itllt

_-+-}-_-4

.1.11 fl ,, [II1_i!1

t; ...........

!! ..........

II ItIfl....

lilll

I!II

t-LI .!I
ItI_t

!llll

t_ T1 = 0.1 sec

_: T 2 = 3 sec

, i0-4
Iii'i HYS = 5 x ft

DB = 10-3 ft

!I:

II

III

-2.500 -1.250 0 1.250 2.500 3.750

Y DISTANCE (ft× 102)

DRAG SPECIFIC

FORCE = 10 -4 ft/sec 2

CONTROL SPECIFIC

FORCE = 10 -3 ft/sec 2

BODY
FRAME

Fig. 3-11 Pseudo-Rate Limit Cycle Performance

71



O
r_

X

¢9
_D

o
0

0

©

1. 250 --

0 1

-1.250 -

-2.500 -

-3.750 ]

-0.800

1.250 -

0 1

-1. 250 -

-2.500 --

-3.750

LOCAL

LEVEL

FRAME

I I I ! I

-0. 400 0 0. 400 0. 800 1. 200

YI DISTANCE (ftx 102)

T 1 = 0.1 sec

T 2 = 3 sec

HYS = 5 x 10-4 ft

DB = 10 -3 ft

DRAG SPECIFIC FORCE = 10 -4 ft/sec 2

CONTROL SPECIFIC FORCE = 10 -3 ft/sec 2

BODY

FRAME

I i i I I
•404 0 0. 400 0. 800 _. 200 1. 600

Y DISTANCE (ft × 102)

Fig. 3-12 Y-Axis Capture Partial Pseudo-Rate (No ORF, ACF)

72

I!!!t



r

exact rate system. Figure 3-10 shows typical capture, and Fig. 3-11 limit

cycle performance. The system is not quite as efficient as the exact rate,

however for rate gain T 2 = 1 in that it requires about 83 impulses in 500

steps (compared to 75 for exact rate and 50 minimum) for an efficiency of

about 60%. At rate gain of T 2 = 3 the efficiency increases to about 80_/0.

Dropping two terms (those arising from Coriolis and angular acceleration)

in the generation of the pseudo rate yields a system which still captures,

Fig. 3-12, and even more interesting shows greater limit cycle efficiency

namely about 65% for T 2 = 1 and about 80% for T 2 = 3.

3.4.2 Lead-Lag With Bang-Bang Control

The second control system studied was the lead-lag system with bang-bang

control. • It consists of routing the position sensor output through a single lead

single lag network and using the combined position-rate signal to switch on the

controller. A block diagram of this system is shown in Fig. 3-13. The

capture characteristics of this system are somewhat better (more efficient)

than for the pseudo rate system but the limit cycle performance is not as good.

Figure 3-14 shows the capture performance of the LL with BB system

for T 2 = 3 and T 2 = 1 . Capture for T 2 = 1 is somewhat better than for

T 2 = 3.

3.4.3 Lead-Lag With Pulse-Width, l_lse-Frequency Modulation (PWPF) Control

The third system LL with PWPF control is the most complex to mechanize.

Rate is derived in this system by routing the position sensor output through a

lead-lag network as above. The control, however, is by means of a modulation

scheme identified as PWPF which produces in effect a proportional control for

signals up to several times the dead-band level.

*The theory of operation of the PWPF control is presented in Appendix D.
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A block diagram of the system is shownin Fig. 3-15. The capture charac-

teristics are goodas is the limit cycle fuel consumption. Figure 3-16 illustrates

the capture and Fig. 3-17 the limit cycle performance of this system. The

following PWPF parameters were used in all runs:

HYS = 0.01 T 1 = 0.1 sec

K A = 0.06 T 2 = Kv/K p

DB = 0.001 ft T 3 = 1 sec

= 3 sec

3.5 SYSTEM PERFORMANCE WITH POSITION MEASUREMENT NOISE

The major goal of the experimental investigation was to compare the limit

cycle performance of the systems in the presence of noise in the relative posi-

tion sensor. The block diagrams in Figs. 3-9, 3-13, and 3-15 show the points

at which noise was injected. With a digital subroutine pseudo-random numbers

u 1 and u 2 were generated * From these a set of numbers (sequence) "N"• j

normally distributed with zero mean and standard deviation SF,were generated

by the relation (Ref. 26)

N = SF × (-2_InUl)I/2 cos 2_ u2

=

N was the noise signal used.

The system s were evaluated by means of a parametric study in which the

standard deviation of the noise (SF) was varied for each system. At each value

of SF, several different random values of N were used and the total impulse

required to operate the system in the limit cycle mode for a given length of

time was computed. Specifically noise was simulated by adding a different

random signal N to the position signal from the three body-position sensors at

*In this routine the pseudo random numbers Nj are obtained from the follow-
ing algorythym: Ni=Ri/d where Ri=2 (kRj_ 1 + c)28 where ( )28 means that the
number ( ) is trdnc_ted by takingJonly the last 28 binary digits, and where the
constants are d=228, k=211-3, c=211527139. The N_ are uniformly distributed
from 0 to 1. The sequence is called pseudo random because it repeats after being
called 228 times.
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each machine integration step. It was assumed that by making the integration

step size sufficiently small so that the system state did not change appreciably

between steps, that the uncorrelated sequence described above simulated the

introduction of "white noise" into the system.

Since the nature of the noise that will actually be encountered is unknown

at this time, the above technique seems reasonable for providing some insight

into the performance of the different systems in the presence of some random

inputs.

Each system was operated at several different values of rms noise level,

specifically at values in feet of 1/.3 , 3/.4 , 1/.4 , 3/.5 , 1/.5 , 3/.6 , 1/.6 , 3/.7*

or at ratios of rms-noise level (SF) to dead band (0. 001 ft) of 3/-1, 1/-1, 3/-2,

1/-2, 3/-3," 1/-3," 3/-4. At the small values of SF/DB the performance was

identical to that with no noise. Figures 3-18 through 3-27 show the perform-

ance of several systems. Note that in all cases both the mean value of total

impulse the spread increases with increasing SF/DB ratio. The ordinate of

all plots is the ratio of the total impulse used in the run to that required to

just compensate for drag. The value 1 would be achieved by a system in

which the jets always fired in direct opposition to the drag.

From these charts we see quite clearly that, for the system parameters

(time constants) chosen, the limit cycle performance of the lead-lag bang-

bang system is significantly poorer than that of the others especially in the

presence of noise having scale factor (standard deviation) approaching the

size of the dead band. The pseudo rate and PWPF are very close in limit cycle

fuel consumption. The greater simplicity in mechanization and the slightly

better capture characteristic of the pseudo rate system would thus probably

become the deciding factor in system selection. It is very interesting to

note that the pseudo rate system with two terms missing from the rate signal

is essentially the same as that with all terms included. In fact, for the par-

ticular sample at hand both pseudo rate-systems appear slightly better than

*3/-7 = 3 x 10 -7 , etc.
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the PWPF system for DB to noise ratios between about 2 and 20.

system conditions applied for all runs:

The following

Initial Conditions

wzo = 0.1 rad/sec

_yo = 0.02 rad/sec

WXO = 0

Xo = Yo = Zo = 0.0008 ft

fthrust/fdrag = 10

The number of integration steps per run varied between 300 and 1000. In all

cases this corresponded to a system time of about 100 seconds (i. e., enough

for the vehicle to tumble more than once relative to the drag field). Other

variations in system parameters are indicated on the charts. The constants

referenced can be identified in the block diagram of the appropriate system.
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Chapter 4
THE SINGLE AXIS DRAGMAKE-UP CONTROLSYSTEM

For a vehicle which has an attitude control system to keep onevehicle axis

aligned {nominally) along the velocity vector (i. e., in the direction of the drag

force), it is not necessary to require the vehicle to "follow" and not touch the

ball {proof mass) in a direction transverse to the direction of the drag force.
This realization led to the design of a system in which only the position of a ball

along the axis aligned with the drag force is monitored and controlled. In this

scheme, the ball is allowed to contact the side walls of a tubular cage, and dis-

placement along the cage axis is measured by a photo-transistor and this infor-
mation is used to control thrust on the vehicle and prevent the ball from contacting

either end of the cage. This chapter will discuss the design and error analysis of

such a system. It will be shownthat errors due to the proof-mass contacting the

lateral constraints are not prohibitive for low altitude missions in which drag

make-up to less than 1%of the drag is satisfactory.

The system is of particular interest becauseit will probably be the first drag

compensatingsystem to actually fly. The analysis is important since it gives

insight into the possible system accuracy and therein provides a means for evalu-

ating the system performance andalso a measure of system capability for realizing
new results on the nature andextent of the earth's atmosphere at low satellite

altitudes (100to 200nm) as well as new geophysical data relating to the earth's

exact gravitational potential.

4.1 SYSTEMCOMPONENTS

The entire system for drag make-up described in this chapter has beendeveloped
and fabricated specifically to fly on and control an Agenasatellite. The system

consists of a sensor for detecting the effect of the drag and control forces on the

vehicle, an electronic control packagefor processing the sensor output, two on-off

valve gas jets controlled by the electronic packagefor producing thrust on the

vehicle, plus necessary stored gas and batteries. Figures 4-1, 4-2, and 4-3 are

photographsof the pertinent flight hardware.
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Fig. 4-1 Drag Make-up System

Fig. 4-2 Position Sensor
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Fig. 4-3 Position Sensor Optical Components

The rationale used in arriving at this configuration was briefly as follows.

Since it was desired to perturb the ball as little as possible in sensing its position,

a light beam seemed the most logical choice, especially since it could be readily

and easily mechanized. Figure 4-4 shows a functional sketch of the sensor concept.
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Fig. 4-4 Ball-in-Cage Mechanization
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Since only position of the bali can be easily measured, a system was synthe-

sized in which the rate (ball-cage relative velocity} was derived electronically.

The use of derived states in control systems is a standard technique. Recent

work of Luenberger (Ref. 22) condenses and presents quite general results and

applications in a very elegant and concise form. The particular method of

deriving rate in this system was suggested by the work of Leonard (Ref. 23) on

long-life control systems and is commonly called "pseudo-rate."

The electronics employed used standard solid state components (Fig. 4-5}.

These include in addition to the photo-transistors, a pair of light emitting diodes,

about two dozen transistors and associated resistors and capacitors. For thrust

the system uses standard Agena attitude control jets modified to operate at a low

thrust of about 0. i lb.
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Fig. 4-5 Block Diagram of Electronic Package
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4.2 SENSORTHEORYOF OPERATION

The operation of the system is quite simple and straightforward. The

overall control scheme utilizes the fact that active thrust need only be provided

in one direction - in opposition to the drag. Thus, in the absence of control thrust

the ball tends to accelerate toward the front of the cage. The light from two light-

emitting diodes is collimated and caused to cross the cage in a transverse direc-

tion and fall upon photo-transistors. The two beams are identified as main and

auxiliary.

The system is designed such that, for zero rate, the thruster is turned on

when the ball is forward of the main beam. It is turned off when the main beam

is interrupted by the ball (as it moves relatively aft under the forward thrust on

the vehicle). The forward rate of the vehicle relative to the ball at thrust cut-off

can carry the ball on through the beam and cause it to uncover the beam from the

front (of the beam).

In a more conventional force balance system, the procedure at this point

would be to call for thrust in the opposite direction. However, in the interest of

conserving fuel and because the drag force is ever present (although perhaps

small) to provide a restoring force, no counter thrust (in aid to drag) is provided

in this sYstem.

To guarantee adequate control with this concept, two additional provisions

are made. First, an auxilliary beam is used to inhibit the thruster when the ball

is aft of a particular set point. In the present system, this is set so that when

less than 15% of the auxilliary beam is covered by the ball the thruster is inhibited.

The effect of this is that the main beam does not have to sense the direction but

only the amount of ball displacement and thus can be quite simple.

The second provision is the allowance of a large travel for the ball aft of the

beams to accommodate the low restoring force obtainable from low drag at apogee.

For operation in more eccentric orbits the distance to the rear end wall can be

increased. This helps provide the increased dynamic range necessary due to the

greater ratio of perigee to apogee drag force.
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4.3 CONTROLSYSTEMDYNAMICS

The foregoing discussion was confined to ball position only (zero rate) in

order to make clear the role of the two beams. In actual operation, of course,

the switching amplifier which controls the thruster is driven by a combination

of position plus "pseudo rate." Figure 4-6 is a block diagram of the control

system dynamics.

r

%

I + Sgn(xe)

2

Fig. 4-6 Single Axis Control System Block Diagram

The plant is a simple I/s 2 system and control is accomplished by a constant

magnitude thruster which is either fullon or all off. The modulation accomplished

by the combination of position and pseudo rate can best be described as duty cycle

modulation, that is, the duty cycle increases proportional to the average forward

displacement of the ball in the main beam. This displacement is in turn propor-

tiona/ to the drag.

external force.

The system clearly has a position offset proportional to the

In the diagram k represents the derived "pseudo rate."
P

true rate /_ in that it does not depend directly on the disturbing force

the true rate is obtained by integrating:

It differs from the

fd , i.e.,

f
C

X = fd --2- [i + sgn (Xe)] (4.I)
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whereas the pseudo rate is obtained from integrating

f

_p = __p__T1_c2 [1 + sgn (Xe) ]
(4.2)

where

sgn (Xe)

1

- 0

-1

for x > 0
e

for x = 0
e

for x < 0
e

The error signal x which controls the force f
e c

x e = x+ T2_ p- (DB+ Hys)

is given by:

ON

x e = x+ T2:k p-DB OFF

(4.3)

The average steady state position offset in x (Xss) is given by

Xss - (DB + Hys] T2 ! = 1T2fd (4.4)

which can be seen by noting that in steady state the average value of x = 0 anue

the average value of - _p/T 1 = fd " A more detailed analysis of this problem

is presented in Appendix C.

4.4 LABORATORY SIMULATION OF THE CONTROL SYSTEM

The ideal procedure for any design synthesis would be to operate the actual

system in its actual environment and adjust parameters to achieve the best per-

formance. This is not always possible. It is particularly difficult in the present

problem because the solution utilizes the near zero-g environment of the satellite.

However, the fact that the control is along one axis only allowed a very good simu-

lation to be performed in the laboratory.

By suspending a ball on a bifilar torsion pendulum (Fig. 4-7) time-constants

and effective forces corresponding to those expected in orbit were generated. In

this simulation torque on the pendulum corresponds to force on the vehicle. The

torque was produced by two mechanisms, namely torsion in the bifilar suspension

and magnetic torque on a magnet due to both the earth's magnetic field and two

Helmholtz coils. By sending an appropriate "bias" current through the coils the
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Fig. 4-7 Laboratory Test Fixture

"non-control" torque on the pendulum was matched to the air drag force. To

simulate the varying air drag of an eccentric orbit the "bias" current was slowly

varied in a pre-programmed fashion.

Control torque was produced by sending a "control" current through the coils.

This current was produced by the sensor which was placed in the path of the sus-

pended ball. Thus circumferential motion of the ball in the simulation corresponds

to axial motion of the ball relative to the case in orbit.

With this scheme it was possible to incorporate actual system time constants

and components in a real time closed loop simulation. Only the gas jets were not

used.

Acquisition and damping were evaluated for various system parameters such

as integration time constant, cage dimension, switching amplifier hysteresis and

99



minimum on-time, ball size, and light beam aperture under various external

environments especially the extremes in drag force from apogeeto perigee.

Figure 4-8 showsa series of acquisition runs at various drag levels for various

apertures. Typically the system acquires from an extreme ball displacement

in less than i min. Although it canoperate up to 100%duty cycle it is set

typically so that a 30%duty cycle will counter the perigee drag force.
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Fig. 4-8 Acquisition Behavior
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TIME SCALE: 20 SEC/DIV

.jX_¸

Performance optimization through the simulation has resulted in the following

parameter selection:

Ball size

Cage length

Light beam aperture

Lag network time constant

Switching amplifier hysteresis

Switching amplifier minimum
on-time

0.5 in. Thrust level (2 jets at 0. i lb ea) 0.2 lb

1.55 in. Minimum impulse 0. 012

0.28 in. lb-sec

Switching line to back of cage 0.8 in.0.55 sec

10% Dynamic range 300:1

0.06 sec

i00
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v 4.5 SYSTEM ERROR ANALYSIS

The preceding description related to the details of the scheme for keeping

the cage ends from hitting the ball, which was the main criterion in the total

design synthesis. To assess the device as an accelerometer for controlling drag

make-up it is necessary to look at the total system performance.

Since in this scheme the ball is allowed to contact the side walls of the cage,

the thrust control system working against the drag on the vehicle is used only to

keep the ball from hitting the cage ends. (More correctly one should perhaps

say the system prevents the cage ends from hitting the ball. ) To the extent that

the system prevents the ball being given an impulse along the direction of the

vehicle roll axis, which is nominally along the vehicle velocity vector, the ball

proceeds in essentially a drag free orbit. The various irregularities and

spurious forces which do act on the ball and perturb it from a drag free trajec-

tory are the subject of the ensuing error analysis.

Since a major objective of this type of system is the compensation for air

drag which appears as a nominally constant decelerating force (for a circular

orbit), the various errors will be analyzed and their effect computed in terms

of an equivalent drag force. Assuming all the errors, then, to be uncorrelated

one can combine their effects on a root sum square basis and thus compute the

total uncertainty that would exist in a drag determination made by observing the

vehicle trajectory.

The following sources of error, i.e., mechanisms which produce forces on

the ball and thus perturb it from a purely gravitational trajectory, are considered

to be the significant errors for this system:

• Single end wall hit

• Side wall contact - thrust misalignment; vehicle angle of attack; vehicle

attitude oscillation; vehicle translational plus attitude oscillations

• Vehicle gravity

• Vehicle stray electromagnetic fields

For each of these sources a number is computed which corresponds to that constant

force over one orbit which would produce the same average effect on the ephemeris

(e. g., period decrement). A summary of the results is given in Table 4-1.
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Table 4-1

SINGLE AXIS SYSTEMERRORS

Error Source Error*
Direction

Along Transverse

- DRAG 3x 10-6 0

o END WALL HIT 0 6 x10-7

1 Thrust Misalignment 9× 10-10 6x 10-8

2 Angle of Attack 6x 10-10 6x 10-8

3 Vehicle Attitude Oscillation 3x 10-9 0

4 Attitude Plus Translation 3x 10-9 0
Oscillations

5 Vehicle Gravity 1.7 x 10-9

6 Vehicle Stray Field 10-14
(magnetic)

7 Root SumSquare(RSS) 4.6x10 -9 8.4×10 -8
(1-6)

Comment

125nm

System malfunction

Friction coefficient = 1/4

Misalignment = 0.02 rad

Friction coefficient = 1/4

Angle of attack = 0.02 rad

1° peak amplitude
600-sec period

Oscillations uncorrelated

Random wall-ball speeds

Assumed simple vehicle
model

Paramagnetic ball

Assumes 1-6 uncorrelated

*The magnitudes are estimated 1-(T values in g's and represent the constant specific
force which over one orbit would produce an average effect on the ephemeris

equal to that of the error source.

The effects of the RSS of the perturbing forces (Item 7) are plotted for several

orbits. Figure 4-9 shows the effect of a steady specific force on the ball along

the trajectory of 4.6 x 10 -9 g. Figure 4-10 shows the effect of 8.4 x 10 -8 g

transverse to the trajectory.

The inclusion of an end wall hit in the list is mainly for the purpose of a com-

parison with the other sources. In this sense it should not properly be on the

"error list" because the event of an end wall hit would constitute a system mal-

function or failure whereas all the other listed error sources are viewed as being

present in a properly operating system.
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From Table 4-1, we see that the angle of attack and thrust misalignment

produce the significant transverse forces whereas the vehicle attitude oscillations

produce the significant longitudinal forces. We further note from Figs. 4-9 and
4-10 that although the transverse forces are about 20 times larger than the

longitudinal forces, their effects result in ephemeris perturbations of the same

order of magnitude. This is quite interesting and indicates that from an error

sensitivity standpoint the system is quite well-balanced.

The absolute magnitude of the RSSin-track force is about 0.15%of the drag
force. This means that in operation we should get drag cancellation to about

this accuracy. Although it is not evident from the table, the detailed analysis
shows that the values for Sources 1-4 are all proportional to drag, thus for

these items the cancellation to 0.15% is independentof altitude.

This leads to the observation that for the system as postulated (anddesigned)

Item 5 could, for slightly higher altitudes, becomethe significant error source.

However, as is pointed out in the detailed analysis this force can be manipulated

and reduced by appropriate location of the ball within the vehicle.

At the outset it was hopedthat a single axis system could be designedwhich

would allow drag compensationto better than 1%. This objective appears quite

possible in light of these results.

4.5.1 EndWall Hit

An equivalencebetweenan endwall hit and a constant disturbing force can

be established approximately from the circular orbit dispersion equation [see

Eq. (2.96)]. Since an endwall hit produces an impulse of velocity along the

track (i. e., an increment in _o )' we can establish the _ corresponding to a
given hit. Wenote from Eq. (2.96) that theeffectof _o on thesubsequentstate of
the system appears always in combination with a constant vertical force, i.e.,

four terms have the coefficient (f_ + nw_o) • Since n = i. 5 for the secular
term, we will view an endwall hit which produces a velocity impulse of _?o

to be nominally equivalent to a constant vertical force of magnitude,

-f_ = 1.5C0_o (4.5)
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The most likely worst case of the ball hitting the end wall is for the thrust

system to stay on due to a system malfunction while the vehicle is near apogee.

For this particular system the distance from the mean position of the ball to the

end wall is 0.8 in. Typically the full on thrust is capable of accelerating the

vehicle at about 3 × 10 -4 ft/sec 2 (about 3 times the perigee drag deceleration).

On this basis the AV imparted to the ball in the event of an end wall hit assuming

elastic impact is

_o = 2_/2as = 12.7 ×10 -3 ft/sec (4.6)

which is in the above sense equivalent to a constant acceleration on the ball of

f_ = 1.5 WHo = 19 × 10 -6 ft/sec 2 = 0.6 x 10 -6 g (4.7)

This is about one-fifth the assumed perigee drag deceleration of 10 -4 ft/sec 2.

It is clear from this result that, if the system experienced an end wall hit very

often, the performance would be significantly degraded, although it should be

noted that in the sense taken, an end wall hit is equivalent to a vertical force

whereas drag is of course a horizontal force.

4.5.2 Side Wall Contact

Constraining the ball in the transverse directions simplifies and minimizes

the control hardware, but the side wall constraints can perturb the ball away

from a strictly unforced trajectory. Several mechanisms may contribute to this

perturbation. We envision types of interaction between the ball and the side wall

corresponding to (1) the wall being continually accelerated in one direction against

the ball, i.e., constant forces, and (2) the wall hitting the ball back and forth

transverse to the cage axis, i.e., oscillating forces.

4.5.2.1 Coefficient of Friction Under Very Low Normal Forces

To compute perturbations due to side wall contacts, it was necessary to know

the coefficient of friction, between wall and ball. Because little or no information
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is available in the literature on friction betweenvarious materials under the very

low normal forces expectedhere, a laboratory investigation was undertaken.

Since minimum friction was desired, several surface conditions and coatings

known to give low friction under more normal conditions were tried. The lowest
friction was obtained betweena steel ball and steel wall-rods both burnished with

MoS2 (moly-kote) powder. (A secondchoice was a polished ball and Teflon
coated rods. ) The test procedure consisted of accelerating the ball at a very low
rate (about 10-4 ft/sec 2) in one direction and opposingthis by a force, derived

from pushing against the ball transverse to its direction of motion, equal to the

coefficient of friction times the normal (transverse) force. The plot in Fig. 4-11

shows the comparison between the time to traverse (at constant acceleration) a

given distance under zero normal force and a normal force of 3.3 × 10 .6 lb.

1.25

1.00

0.75
Z
O
I--t

0.50
o_
O

0.25

0
0

/Noriction/
- [ / Friction (steel ball

/ / against rod burnished

/ / with MoS2)

N = 0.36

_1 , I I I I I

20 40 60 80 100 120

TIME (sec)

Fig. 4-11 Position Vs. Time Under Constant Drive Force

In this experiment the coefficient of friction is given by the relation

m

p - FN (al - a2)
(4.8)

..(
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where

a = acceleration with no friction (secondderivative of Curve 1)o
a1 = acceleration under friction (second derivative of Curve 2)

F N = normal force = 3.3 ×10 -61b

m = equivalent (apparent) ball mass = 0.02 slugs

From this experiment a value of 1/4 was obtained for _ .

4.5.2.2 Perturbations Due to "Constant" Transverse Forces

If the cage side wall is continually accelerated against the ball it will pro-

duce a continual transverse force on the ball. If the ball is simultaneously

sliding along the wall it (the wall or transverse force) will also exert a longi-

tudinal force on the ball through the coefficient of sliding friction.

The wall will exert a (nominally) constant, normal (i. e., transverse) force

on the ball whenever the net force on the vehicle is not aligned with the longi-

tudinal axis of the cage. Misalignment of the net force may arise in two ways,

namely thruster misalignment and vehicle (cage) angle of attack. Note that in

both cases it is the angle that the force makes with the cage axis that is important.

Thrust Misalignment. The geometry for the case of thrust misalignment is

shown in Fig. 4-12. Note first that the normal force,

= ftsln:- (4.9)

(for typical misalignments of about 0.02 rad) is only present when the thruster

is on. Since the thruster is time modulated to give an average thrust that just

compensates for the drag it is clear that ft average - ft = fd and fn is simply

fn = _fd _ 0.02 fd (typically) (4.i0)

The effect of this transverse force, if it were continually present for

several orbits, is shown in Fig. 4-10. Note that the average altitude (period)

is increased during the first orbit. Subsequent increase of this average is very

slow.
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Thrust _
Direction Y

c_ = angle of thrust misalignment
f = thrust force

ftn = ft sin c_ _ oz f = normal (transverse) force

Fig. 4-12 Thrust Misalignment

Whenever the ball is in contact with the wall and sliding along the wall this

normal force will produce a longitudinal force on the ball which opposes the

relative motion. The first question is whether the ball slides or rolls along the

wall. Referring to Fig. 4-12, we see that the force tending to accelerate the

wall relative to the ball CM is ft cos a _- ft " The moment tending to rotate

the ball around its CM is

R_1 = ,aS = ,Rf t sin _ (4.11)

where R is the ball radius. After time t (starting with the ball at rest on the

wall) we have

t

f F t dtVB - W = _ cos o_ (4.12)

0
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and

-Rw = T F ldt = k2 M (4.13)
O O

R 2

-Rw = #tmla _ VB_ w (4.14)

5
R_ = - _ p tan a VB_ w for a solid sphere (4.15)

where VB_. is the wall-ball relative longitudinal velocity, R_0 is the ball rim

velocity, kv_ is the radius of gyration squared (2R2/5 for a sphere), M is

the ball mass, and I is the ball inertia. For g = 1/4, a = 0.02 and this gives

1 (4.16)= - 8--6VB-W

which indicates that the ball will always slide along the wall since we can never

get

I_+VB_ w = 0 (4.17)

the condition necessary for rolling. (Note for rolling in any force field one needs

k 2

p tan (_ R2 (4.18)

where a is the angle between the force and the velocity. For the case of a

sphere with _ = 1/4, this means

k 2

tan _ _> R2/_
-1.6 (4.19)

or _ >-- 55 ° .)
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Since the longitudinal force always opposes the relative velocity, we needto

know the relative velocity profile to determine the net force. The steady-state

case in which the ball does not contact the wall is illustrated in Fig. 4-13.

I

VW_ B + _AV/2

t4

!

Fig. 4-13 Wall-Ball Relative Velocity

The slope of VW_ B vs. t from to to t 2 is ft-fd" The slope from t 2

to t 4 is - fd " Clearly t 3 - t 1 = t4-t 3 +t 1 -t o , that is the ball spends as

much time going forward relative to the wall as it does going aft.

Now, if the ball is in constant contact with the wall and slides back and forth

due to the relative motion, the picture is altered as shown in Fig. 4-14. One may

see this easily by recalling that the tangent force #fn always tends to drive

VW_ B to zero.

We can now compute the net (or average) longitudinal force due to thrust

misalignment. Referring to Fig. 4-14, we have f = #af t in the region to to

t 2 and f = 0 from t 2 to t 4 . From this we can compute the following rela-

tions (taking p _- ft/fd )

T (4.20)+t = --
ta f p

T a+Tf = p-lp T (4.21)
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t

Fig. 4-14 Wall-Ball Relative Velocity With Contact

tf - t
a _ _ (4.22)

tf + t a p - 1

tf - t a
- (4.23)

T p-1

We see that over the interval T there is a net forward force equal to /_ fd

with a "duty cycle" of p._/(p- 1) . This we assume to be equivalent to an average

forward force on the ball over the interval T of

flnet = _ f (4.24)

- p -P_ (tx(_)2fd (4.25)

For p_ = 1/200 and p = 10, this gives

f-lnet _ 2.8 × 10 -4 fd (4.26)

This effect is therefore quite small:
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Angle of Attack. The geometry for this case is shown in Fig. 4-15 and is

quite similar to that of the thrust misalignment.
4

fi = angle of attack

_d = normal force = fd
= drag force

sm p

Fig. 4-15 Angle of Attack

The case of the normal force is essentially the same as for thrust mis-

alignment. For low-altitude orbits with e -< 0.01 a reasonable value for f_

is about 0.02 tad. The result is the same as for thrust misalignment:

-- fd sin _ =_ _fd (4.27)

_- 0.02 fd (typically) . (4.28)

The effect on the orbit is essentially the same as that in Fig. 4-10. The

major difference would be in the case in which angle of attack varied around the

orbit due to the eccentricity.

To compute the effect of the friction force we proceed as previously.

Referring to Fig. 4-14 and noting that in this case

We again take p - q/fd"

fn = flfd (4.29)
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and

We can compute the following relations:

tf - ta _ pfl
T p(p - 1)

T a- Tf = ufl(p- 1)

T p

+t - +
Ta a (Tf tf) _- 2

T = #tip 1

(4.30)

(4.31)

(4.32)

Thus over the interval T there is a "net" average rearward force equal to

f2 net = #fl °-2 f
p-I n

f2net = (#fl)2 _ fd (rearward)

(4.33)

(4.34)

For p = 10 and #fl = 1/200 , we get

f2net - 2.2 × 10 -4 fd (4.35)

4.5.2.3 Perturbation Due to Oscillatory Transverse Forces (Vehicle Motions)

The effect of an oscillatory transverse force is to give the ball a velocity

impulse as it rebounds from the wall. One tends to get these impulses in pairs

since after it leaves one wall it will proceed to the opposite wall and bounce off

it. Typically this situation would prevail whenever the vehicle was in an attitude

oscillation about any axis transverse to the roll axis. For the vehicle system

under consideration typical attitude limit cycle performance yields attitude devia-

tion of about 1° peak at a period of about 600 sec or angular rates of about

10 -4 rad/sec. The net affect on the ball is proportional to the distance of the

ball from the center of rotation (CM) of the vehicle. In particular, one gets a

net specific force on the ball in the fore or aft direction, depending on whether
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the ball is fore or aft of the vehicle CM , approximately equal to R¢02where

R is the distance fore or aft of the CM and w is the angular rate of the vehicle

due to the attitude limit cycle. Assuming an R of 5 ft and a_ = 10 -4 rad/sec,

one computes an effect of 5 × 10 -8 ft/sec 2 or about 1.6 x 10 -9 g. For a system

in which the ball was aft of the CM , the effect would be equivalent to a drag

deceleration of 1.6 x 10 -9 g. This is about. 05% of the assumed nominal drag

and is the largest longitudinal perturbing force so far.

4.5.2.4 Perturbation Due to Simultaneous Longitudinal and Transverse Vehicle

Motions (Statistical Analysis)

There is an additional way in which wall-ball friction may perturb the ball.

It arises from the cross-coupled action of two vehicle motions.* We noted above

that the attitude limit cycle oscillation of the vehicle may cause the ball to bounce

transversely from wall to wall. Simultaneously the drag and compensating thrust

impulses will cause the vehicle, and thus the cage walls, to oscillate continuously

in the longitudinal direction relative to the ball. Thus the side walls have a com-

ponent of velocity relative to the ball which is along the trajectory. Since the

ball spends most of its time between walls in this situation, the steady-state

relative velocity profile is a sawtooth as shown in Fig. 4-13, where AV is the

peak to peak velocity excursion and T is the total period between thrust initia-

tions. For proper system operation in which the ball does not contact the cage

end walls, the mean value of VW_ B is assumed to be zero as implied by the

sketch (i. e., we assume the hits do not significantly alter Fig. 4-13).

Now if the attitude limit cycle period is uncorrelated to the longitudinal limit

cycle period, then we can assume that when the ball hits the wall, VW_ B may

have any value between + AV/2 and - AV/2 with equal probability. That is to

say the value of VW_ B at a given hit is said to be a random number uniformly

distributed between + AV/2 and - AV/2 with zero mean. Now only a portion

of this velocity VW_ B will be imparted to the vall. The analysis in Appendix B

indicates that the longitudinal velocity imparted to the ball due to a single hit is

(for Vo = 0) [Eq. (B-9)]

I k 2

VB _< (R¢o° + VW_B) k2 R2 (Rw ° + VW_B) (4.36)I + mR 2 +

*This effect was called to the author's attention by R. L. McKenzie.
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where R is the ball radius, k is the radius of gyration, VW_ B is the wall-

ball relative velocity and Rw ° is the peripheral velocity just before impact of

the ball relative to its center of mass,

To investigate the effect of this we assume a series of wall-ball hits and

thus a series of longitudinal velocity impulses, V B , imparted to the ball by the

wall. By assuming the above statistics for VW_ B and by assuming a series of

hits spaced equally in time, we can compute the statistics of the state vector.

The most useful information about the state vector is the expected value of the

square. We will get this in terms of the expected value of the square of VW_ B .

We recall [see Eq. (2.81)] that the state of the system at anomaly T after

an impulse of velocity at To can be expressed as

where

and

y(T) = Y(T, TO) [X(TO) + Y(To) l (4. 37)

x "_(To) = (0, 0, 0, To ) (the impulse at To )

y_(T) = (_,T/,_',_?') (the state at

yt (To) - 0 (the state at

T)

T--T)
0

If we then postulate a string of N impulses equally spaced (by an amount AT )

then we see that y(T) is determined by a sum of impulses:

and

Yl(T) = y(To + AT) = Y(T ° + AT, TO) X(TO) (4.38)

Y2(T) -- y(To + 2AT) = Y(T ° + 2AT, 7O + AT) [Yl + X(TO + AT)] (4.39)

y2(r) = Y(T ° + 2AT, TO) X(To) + Y(T ° + 2AT, To + AT) X(T O + AT) (4.40)

YN (T) = Y(T, To) X(To) + Y(T, To + AT) X(TO + AT) +

•.. Y [T,To + (N- 1) AT] X[To + (N- 1) AT] (4.41)
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N-1

YN(T) = _ Y('r, TO
k=0

÷ k_r) x(r ° ÷ k_v) (4.42)

in which we have used the property of fundamental matrices that

Y(a,c) = Y(a,b) Y(b, c) (4.43)

or for the case above

Y(T ° + 2AT, T° + AT) Y(T ° + AT, TO) -- Y(T ° + 2A% TO) (4.44)

Employing this same property again we can write YN as

N-1

YN(T) = Y(T, To)

k=0

Y(T o, To + kAT) x(To + kAT) (4.45)

for convenience we abbreviate the symbol arguments giving for this equation:

YN - Y(T, 0) _2 Y(0,k) xk (4.46)
k

We can evaluate the expected value of the square of the state yN(_-) as

E(yNYtN) = E (Y(%0) _ Y(0,k) x k _ x_Yt(0,j) YJ'(T, 0))
k J

(4.47)

If we assume that successive impulses are uncorrelated, which follows from the

assumption that the vehicle attitude limit cycle is uncoupled from the drag make-

up limit cycle, then product terms for j # k will vanish and E(yNy_) becomes:

(4.48)
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Since only the impulses are of a random nature we can take the expectedvalue

operator, E inside. Thus,

k

Since xtk = (0, 0, 0, _?_) , we have

Y(O,k) E(XkXtk)Yt (O,k} yt(T,O) (4.49)

f°° iJ0 0

_(xA)- o o ,__o,
0 0 E(T/_¢2

' are assumed to have the same statisticsNow since all the _k

Thus

E(_2) = E012)= E0o 2) (ascalar) (4.51)

[ 0000i]E(XkXtk) = E(r/o 2) 0 0 (4.52)

0 0

This matrix will extract the 4th column of Y(0, k) so that in terms of the

elements (Yi4) of Y(0,k) we get for the triple matrix product the symmetrix

covariance matrix:

too looo Y_" (0, T) (4 53)¢(0,k) -= Y(0, T) 0 0

0 0

117



i, e° :

¢(0, k)

2
Y14

Y14Y24

Y14Y24

2
Y24

Y14Y34 Y24Y34

YI4Y34

Y24Y34

2
Y34

Y14Y44 Y24Y44 Y34Y44

_bij = ¢ji = Yi4Yj4

Y14Y44

Y24Y44

Y34Y44

2
Y44

(4.54)

(4.55)

t

m

Thus we have

E(YNYtN) = E(rlo2) Y(% 0) _ ¢(0,k) Y_'(T, 0)
k

(4.56)

Now for N equally spaced impulses over an interval _" - To , the sum of the

matrix elements in _b(0, k) is approximately given by*

thus

T

Z NU¢(0, k) _" _ _- ¢(TO, 0) dO =- N,I,

k °_- o

.1 / O) dO
- T TO ro eli(TO'

(4.57)

(4.5s)

*The ratio of the sum to the integral [i. e., the R. H.S. to the L. H.S. of
Eq. (4.57)] approaches 1 for N large. The two are said to be _symptotically

flJ

Since we are interested in N = 1000 , the sum (7r/2) 1"--_0=sin (Tri/N)equal.

was computed for N = 500 and was found to be 500. 0016 (i. e., within 0. 005%
of N ). This sum of sines is typical of the sums in what follows.
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This gives for the expected value of y2 the following:

(4.59)

To get an idea of the magnitude of the effect we look at the elements of E (VNY_.)x- _'_/

corresponding to E(_ 2) and E0? 2) (i.e., elements 11 and 22)for a circular

orbit over the interval 0 - 27r . Over this interval Y(r, 0) (for e = 0 )

becomes [see Eq. (2.96)]

Y(r, 0) =

1 0 0 0

-12n 1 0 -67r

0 0 1 0

0 0 0 1

(4.60)

/\_o 2) is the expected value of the square of the velocity imparted to the ballE

in a single hit. From Eq. (4.36) we had

k 2
< + (4.61)VB R 2 + k 2 (RWo VW_ B)

2
V B -< _ (Rw o + VW_B) for a sphere (4.62)

Now in steady state Rw ° , the rim speed of the ball just prior to a hit, is equal

to (or less than) VW_ B of the previous hit* Thus we can write for V B after
the k th hit

2
[VB] k -< _ [(Vw-B)k-1 + (Vw_B)k] (4.63)

With the assumption that (Vw_B)k_ 1 is uncorrelated to (Vw_B) k we have that

t'

l I .o4,
*See Appendix B.
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and since

V 2 V 2[,w-_,_l--_I(w-_,_-_]--_[,Vw__,_] (4.65)

We have

E V -< 4-9
(4.66)

Hence, since

_o (VB)0
(4.67)

we have

Now since VW_ B

(02) _ (v_)E_7 <_ _-_E -B

is uniformly distributed between

+ A..._V and _ A__V_V (see Fig. 4-13)
2 2

(4.6s)

(4.69)

we have

AV/2

2 1 / x2dx AV2E(V _B ) - AV - 12

-Av/2

(4.70)

Hence

- 147 AV2 (4.71)
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Finally for E(_ 2) we have

E(_2) = E(YNY 11 - 147 _11 (4.72)

21r

2NAV 2 1 / 2-< 1-_ _ Y14 dO (4.73)

4N
<-- 4--9 AV2 (4.74)

Now for a vehicle drag deceleration of 10 -4 ft/sec 2 drag AV in 1 sec is

10 -4 ft/sec which is 0.09 ft/rad (for w = 0. 0011 ) or about AV = 1 in./rad.

Thus for 1000 hits in one orbit we would have (recalling the normalization

= Ar/r )

E(Ar 2) = 80 in. 2 (4.75)

ora la value of Ar after lorbitof

CrAr = _ = 8.9 in. - 3/4 ft (4.76)

The effect of drag on _ over one orbit is

27T

y(2_) = Y(2u,0) J Y(0,8) dO fD (4.77)
0

f_ = / ° °'°" 10-4)rw2 (4.78)

27F

r_(2u) = 100 J 2(1 -cO) dO = 400_ (4.79)
0

= 1256 ft (4.80)
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Thus the effect on Ar of a 1-a deviation due to pulses is about 0.06% of the

drag force per orbit. The effect over 36 orbits (the approximate flight length)

would be one-sixth this or 0.01% of the drag.

The effect along the track E(_ 2} is more tedious to compute since it

involves several of the matrix elements of @ . We persevere, however, getting

= 1-_ AV2 [- 12r [- 12_@11+@12-6r_14]

- 6_ [- 6_@34 - 12r_13 + @23 ] - 12_21 + @22 - 6_@241 (4.81)

2N [ @ii + 72_2(@14 + _I'13)+ 36_2_1'34+ @22E(_2) - 147 AV2 144r2

- 2477_12 - 6u(@23 + @24 )]

= 6
ii

(4.82)

(4.83)

I dO 1 2(1 - c0)(30 - 430) dO = 6rr (4.84)
=- Y14Y24 = 2"-_

q'12 277 0 0

277 27r

i / dO - I / 2(1-c0)(4c0-3)d0 : - 10 (4.85)@14 - 277 YI4Y44 2_
0 0

277

2- I/xI,13 = Y14Y34 dO = 0 (4.86)
0

277

: /y24y24d°
2ff

_1/2_
0

(902 + 16s20 - 240s0) dO = 51 (4.87)

0

= 10

277

1 / (8s20 _ 60s0) d0_I'23 - 277
0

277

1/_24 - 27r (- 16s0c0 + 120c0 - 98 - 1258) dO = - 97r
0

_I,34 = 0

(4.88)

(4.89)

(4.90)
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2N
[864_ 2 - 720r 2 + 51 - 144r2 + 54r 2 - 60_] =~ 5.5 NAV 2

(4.91)

For N = 1000 and AV = 1 in./rad. This gives (in light of the normaliza-

tion 77 = AT)

(r77)2 2E [ ] = 5.5 × 103in. 2 =~ 35 ft2 = a (4.92)

giving a la value of r_ after one orbit of

err7/ _ 6 ft (4.93)

The in-track displacement due to drag in the course of one orbit is

27r 27r

2 _ 600 7r2 ft -_ 6000 ft (4.94)

0 w 0

Thus the 1 a effect in-track due to a series of 1000 pulses is 0.1% of the drag

force in one orbit. In thirty-six orbits the 1 a effect would be 0. 017% of the

drag force. This is about the same as the effect due to the oscillatory trans-

verse force obtained in the previous section.

4.5.3 Vehicle Gravity Force

The presence of vehicle mass asymmetrically located and close to the ball

can exert a continuous perturbing force on the ball.

The gravitational potential at a point on the axis of a ring distribution of

mass dm is

V i

Gdm
(4.95)
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The gravitational specific force at this point is

G×dm
fx : - grad V - 3 (4.96)

r

The gravitational specific force at a point on the axis of a cylindrical distribu-

tion of mass M is

L

and is directed toward the CM of the ring. This applies both inside and out=

side the cylinder.

For the purposes of this analysis we model the satellite vehicle as composed

of three homogeneous cylinders of mass as indicated in Fig. 4-16.

L 2

al a2 L 3

1 J

Fig. 4-16 Vehicle Mass Distribution

We assume the sensor to be on the axis as indicated.

on the ball due to the vehicle mass is then

The net specific force

f G 1 1 +
1 r -_2 2 r _3 3

124

(4.98)



where G = 0.67 × 10 -7 cm3/gm/sec 2 Typical values follow:

M 1 = 5001b L 1 = 30ft a I = 2.5 ft M1/L 1 = 16.7 lb/ft

M 2 = 2501b L 2 = 4 ft a 2 = 2 ft M2/L 2 = 60. 251b/ft

M 3 = 4001b L 3 = 3 ft a3 = 1 ft M3/L 3 = 133.31b/ft

We assume the b_l to be 1/2 ft inside Cylinder 2. We compute the rij asfollows

r2i

rl 1

r22 =

r12 =

r13 =

r23 =

(6.25+33.52) 1/2 = 33.7ft ; 1/r21 = 0.0297

(6.25+3.52) 1/2 = 4.3ft ; 1/rll = 0.232

(4+3.52 ) 1/2 = 4.03ft ; 1/r22 = 0.248

(4+ 0.25) 1/2 = 2.06ft ; 1/r12 = 0.485

(1+0.25) 1/2 = 1.12ft ; 1/r13 = 0.895

(1+2.52) 1/2 = 2.7ft ; 1/r23 = 0.371

For these values we get for the specific force

giving

f = G [(16.7)(0. 202) + (60.25)(0. 237) - (133.3)(0• 624)] ft/sec 2

(4.99)

(4. 100)

or
f = 1.7 × 10 -6 cm/sec 2

f _ 1.7 ×10-9g t (4. 101)
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which is a force on the ball toward M3 and due mainly to mass M3 . If this
became critical then one could effect compensation by locating the ball further

inside M 2 , or by shifting closely placed auxilliary masses. It is clear that

the effect of M 3 is going to decrease rapidly with increase in r13 .

4.5.4 Perturbation Due to Vehicle Magnetic Fields

For certain mission considerations beyond the scope of this dissertation,

the ball that will be flight-tested is made of a tungsten alloy which is para-

magnetic. Thus the only magnetic force is a result of induction due to the

divergence of whatever magnetic field is present.

The force due to the field induced in a sphere of radius r and susceptibility

k at a distance d on the axis of a dipole of moment M is (see Ref. 1)

M2kr 3
F - for d >> r (4. 102)

47r2d 7

For a sphere of density p , the specific force is

3F 3kM 2
f = 3 - (4. 103)

4pr 16_2pd 7

For a magnetic dipole of moment

M = 8 × 104 pole-cm (4. 104)

a tungsten ball with k = 10 -6 , p = 18 g/cm 3 , and d = 50 cm one gets

f = 10 -11 cm/sec 2 -_ 10 -14 g (4. 105)

A magnetic dipole with a net strength of 8 × 104 pole-cm is somewhat larger

than is expected to be present.
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4.5.5 Perturbations Due to Electric Forces

Since the ball is enclosed in a cage of metal rods further surrounded by a

metal shield and since it has periodic contact with the side wall rods, no electro-

static charge should build up on the ball and it will also be partially shielded

from the earth's field. Thus, for this configuration no net electric force should

exist.

4.5.6 Perturbations Due to Misalignment of Attitude Control Jets

Vehicle attitude control is accomplished by a gas jet system of two T-shaped

clusters of three jets each. The nozzles in one cluster are directed oppositely

from those in the other. None of these points along the roll axis (i. e., the plane

of the T is normal to the roll axis). However, if the plane of a T is not quite

normal to the roll axis, a net force along this axis will result. However it is

important to note that since this force acts on the vehicle along its roll axis it

will not exert a force on the ball but will merely aid or fight the drag-make-up

thrusters.

For an attitude control system operating in a limit cycle mode governed by

a minimum impulse of 0.01 lb-sec per jet per firing, then 6 jets misaligned by

0.02 rad would produce an impulse of 0. 0012 lb-sec per firing along the roll axis.

Now, the drag on the vehicle is about 10 -2 lb which requires 10 -2 lb-sec of

impulse for compensation. Thus, if the attitude jets fired less frequently than

once per hundred seconds, theywould contribute less than 0.12% error to the

determination of the impulse required for drag compensation (or equivalently

the determination of the drag force by measuring fuel consumption). Further-

more, since a single firing would produce a AV in the roll direction of about

Ft 0.01 x 0.02 -6
AV = _-= 100 = 2 x 10 ft/sec (4. 106)

and since a firing lasts about 0.02 sec, the acceleration due to one firing is

a
2 x 10-6

0.02
_ 10 -4 ft/sec 2 (4.107)
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which is about equal to the drag specific force and thus would not saturate the

thrust control system.

The above indicates that the current vehicle attitude system, which has a

limit cycle period in excess of 5 min, should not compromise the drag make-up

system.
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Chapter 5

CONCLUSIONS AND RECOMMENDATIONS

The results of the work described in this dissertation have led to the following

major conclusions:

• For systems whose coefficient matrix is K-symmetric the inverse of the

solution matrix (matrizant) is easily obtainable by a direct multiplication

involving only the transpose of the matrizant.

• Although no direct method is available for recognizing the K-symmetry of

a matrix, aids to trial and error methods are available for finding an

appropriate K. Once a K is known for a system, the K for any related

system, which has a state vector expressable as a constant non-singular

matrix times the original state vector, can be directly determined.

• The fundamental matrizant for the angular displacement expressed in

Euler parameters of a free body having two equal principal moments of

inertia has a very simple structure which allows direct computation of

the displacement at any future time in terms of the initial conditions.

• The use of a control law based on "inertial" relative velocities in con-

junction with on-off control is effective for controlling the translational

motion of an arbitrarily tumbling satellite so as to keep it on a "drag-

free" trajectory without the necessity of knowing or controlling the angular

orientation of the vehicle.

• Of three different specific systems of control, namely, (1) lead-lag (for

rate) with bang-bang control, (2) pseudo rate (for rate) with bang-bang

control, and (3) lead-lag (for rate) with PWPF modulated on-off valves

for control, investigated by computer simulation, all function well in the

absence of noise but with the addition of noise into the position sensor

signal the PWPF system was superior to the other two especially for dead

bandto rms noise ratios near 1. For ratios greater than about 1.5 the

pseudo rate system was as efficient as the PWPF even in the case in which

some terms were omitted in the process of deriving the pseudo rate.

• The concept of using the fact that the direction of the drag force remains

nominally fixed in the body- (of a satellite with attitude control which keeps

one body axis nominally along the velocity vector) for synthesizing a

simplified drag make-up sensing and control system appears feasible.
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Principal errors arise from contact of the proof mass with the side

walls of a cagewhich loosely constrains the proof mass in a direction

transverse to the drag. Trajectory errors less than those arising from

1/500 of the drag force appear achievable.

Further effort in the following areas would provide useful results, and thus,
these recommendations for further investigation seem appropriate:

(1) Find a direct method for either obtaining the K for a given matrix or

prove that noneexists.

(2) Obtain the fundamental matrix for a free body of unequal inertias.

(3) Solve exactly the problem of minimum limit cycle fuel consumption in

the presence of noise.
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Appendix A

LINEARIZED EQUATIONS OF RELATIVE MOTION FOR
SATELLITES IN NEIGHBORING ELLIPTIC ORBITS

In this development, we choose the orbit of one satellite as the reference

or nominal orbit and derive the equations of motion of the other relative to it.

As a consequence of the linearization it is clear that the choice is arbitrary

and either orbit could have been used as the reference. The geometry is shown

in the accompanying figure:

\

RE FERENCE

OP = r

OQ = r
q

PQ = p

=t
Z r T

The equations of motion of a mass point at P in the presence of gravi-

tational attraction (GM = p) at 0 and a specific force F at P are
P

II

r +-%r = F P
r

(A. 1)
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Similarly at Q we have

II
= F

r + rq qr
q

(A. 2)

We wish equations of relative motion,* i.e., in terms of

p = r - r
q

(A. 3)

and

F = F -F
q P

(A. 4)

Taking the difference between Eqs. (A. 2) and (A. 1), we have

p+p = F

\ r_

(A. 5)

Now

3
r =

q

-* --* 2"3/2

+ 2 +

r

(A.6)

Taking

y_ ....+ +zl =x+y+z= X r T Z
(A. 7)

and letting

p = r6

6 = _Ir T _ z

(A. 8)

(A. 9)

*This course was first pursued by G. W. Hill in 1878.
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we have

1 1 - 3A
3 3

rq r

---" XA _ -6 --_ -
r r (A.

With these relations, Eq. (A. 5) becomes

II --P3 --* 3_A(_ + -_) --,-p + p - = F (A. 11)
r r 3

Following Tschauner and Hempel (Ref. 6 ), we shall investigate the above

in terms of derivatives with respect to anomaly T. The following relations

apply

T = w (A.12)

r = P (A. 13)
1 + eeosr

h 2
p = __ (A. 14)

P

2 (A 15)h =rco

2
j__ = rw____ (A. 16)
3 p

r

we have

I dr dr dT
-_ ..... = w_' (A. 17)

dt dl- dt

II

r" = w(w'r' + wr") (A.18)

00' = - 2hr -3r' = - 2o_r_____' (A. 19)r

p, = r'5 + rS' (A.21)
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p" = r"6 + 2r'6v + r6 T'

Equation (A. Ii) becomes

(A. 22)

F" = r' + 2r5' + r6" r (r'6 + r6' + _ -6- 3HA (_ + 5)-"2 r
r

(A. 23)

Now

r ! _

2
er ST

P
sinr _- sT , etc. (A. 24)

r" = er (rcr +2r'sr)
P (A. 25)

and Eq. (A.23) becomes

--* I-_, --- (ercrF =-w2r ' + 5 x--P-- +

3A( _r + 6)F --_ --_
-- = 6" + 6 -

2 1 + ecr
r¢o

2er'sT 2r e s'r

2 p r) 3r _r ]+ _ - T_( +-& (A. 26)

(A. 27)

Now

r+_= +_'_ +t:'_ +_ +r_i r

And for the situation in which F = 0 we have
P

= o , = +i i' = -i
_Z _ r

r ' r r

(A. 28)

(A. 29)

so that

and

-- + (_ +n')i + _,_6' = (_'-rT)ir r z

--" + (U" - 2_ - '7) _ + _"i6" = (_" - 27' - _)I r z

(A. 30)

(A. 31)
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Neglecting product terms like 4

terms, Eq. (A.27)becomes

2
, _4 , etc., we have and on collecting

2 - 1 +ec_ _r
w r

+ (7" + 2C)ir + (_" + _)lz (A.32)

If we break up _ into components such that

F = f 1 + f _ + f _ (A.33)
2 - rr _T ZZ

w r

we can write three component equations:

3_
4" - 2_/' 1 + ecT - frO" ) (A.34)

T

_" + 24 ' = f (T) (A.35)
7

_" + _ = fz(_) (A.36)

where the f's can be thought of as specific forces measured in "orbit g's."

For cases in which f(z) is not an explicit function of 4 or 77, it is clear that

Eq. (A. 36) is uncoupled from Eqs. (A. 34) and (A. 35) and represents harmonic

motion (into and out of the nominal orbit plane.)

To solve the coupled set, Eqs. (A. 34) and (A. 35), which describe the

in-plane relative motion, we start with the homogeneous equations (i. e.,

f = f = 0) . Equation (A.35) can be directly integrated givingr T

T/' + 24 = _ (=constant) (A.37)

Eliminating

Setting _ = 0

_?' from Eq. (A.34) gives

1 + 4ec_-
4" + 1 + ec_ 4 = 2_ (A.38)

in Eq. (A.38) gives

1 + 4ec_"
4" + 1 + ec_" 4 = 0 (A.39)
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The fact that this equationhas a closed form solution in terms of simple func-

tions* is the key to the closed form solution to the set, Eqs. (A. 34)and (A. 35).

No general method exists for obtaining a solution to Eq. (A. 39). Becauseof the

(1 + ec r) in the denominator of the second term we are tempted to look for a

product solution of the form

= x(1 + ecr)

with

(A. 40)

_' = x'(l + ecT) - xes1" (A.41)

_" = x"(l + ecT) - 2x'es_- xecT (A.42)

Putting this into Eq. (A. 39) gives

x" + x"ecT - 2x'esT - xecT + x + 4excT = 0

Regrouping gives

X" + x + e[c_-(x" + 3x) - 2x'sT] = 0

Now if this is to be a solution it must be good for all e

e = 0 we have from Eq. (A.44)

X _' + X = 0

If we put this constraint into the term in e

(A.43)

We see that

yields the result

including e = 0.

(A. 44)

For

(A. 45)

in Eq. (A.44) itbecomes

e[2xcv- 2x'sT] = 0 (A.46)

x = k s• is clearly a solution to both Eqs. (A.45) and (A.46) which

= Ul(_ ) = ST(1 + eCT) (A.47)

as a solution to Eq. (A, 39).

Since Eq. (A. 39) is second-order, there is clearly another solution. Having

one solution to a set of equations allows us to reduce the order of the set by one.

*Tschauner and Hempel (Ref. 6).
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For the case of a second-order system this allows the secondsolution to be
found in general. This turns out to be

u2 = Ul f dr2
uI

(A. 48)

which is easily verified as follows:

(A. 49)

f ' ' I,, ,, dr + Ul Ul - u_ dr
u2 = Ul u-_ u_ u_ u_

(A. 50)

Putting this into Eq. (A. 39) gives

[ " + 1+ 4ecr Ul ] f-d--_ = 0
Ul 1 + ec r Ul

(A. 51)

which is identically satisfied since u I is a solution to Eq. (A. 39).

We get u 2 explicitly from Eq. (A.48):

= s (1 + e c r)_ dr
U 2 ) s2r(1 + ee r) 2

(A. 52)

which is most easily evaluated by changing the independent variable to the

eccentric anomaly E. Carrying out the integration gives for u 2

, ° .2 ]u2(r) = _-_ - ¢ c_' - _ (1 + 2e2)(C2T- s2r) - --• Eu I (A. 53)
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2 2
where _ --=1 - e , E is the eccentric anomaly, and the constants are chosen

such that the Wronskian determinant (cf. the discussion on p. 23)

ulu - { = I

Using the same approach of Eq. (A. 39) on Eq. (A. 38), we have corresponding to

Eq. (A. 44)

x" + x + e[c_'(x" + 3x) - 2x'sT] = 2a (A.55)

For o_ = ek where k is a constant, we have for the same constraint

and

x" + x = 0 (A.56)

2XCT - 2X'S - 2k = 0 (A.57)

and we see that for k = 1, x = cT is a solution to this set so that

is a solution to Eq. (A.38) for a = e.

Equivalently the function

cT(1 + ecT)

CT

U0(T) - e (1 + ec_-) (A.58)

isasolutionEq. (A.38) for a = 1.

We will also have need of the derivatives:

U_(T) = CT + e(c2T - S2T) (A. 59)

4e2) 2e2) 2 2 2u)(r) = _4 (I- sT + 2e(l + STCT 3Eec (cr + ec T -es

1
U'(T) = --sv- 2STCT =

O'-- e
- S--T-T(1 + 2ec'r)

e

T)](A. 60)

(A. 61) -qL
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A s a check we note for _ -- 0

Ul(0)u_(0) - u2(0)u_(0) ( i)= - - 1 + e (i + e) = 1 (A.62)

Now from Eq. (A. 37) we have that

= f(ol - 2_) dT (A.63)

defining _ --V 1 when _ = u I we have

1 2VI(T ) = -2 Uld_" = e (1 + ecT) (A.64)

f 2 [( e_) e 3e2 V1E] (A.65)V2(_- ) = -2 u2dT = _-_ 1 + s7"+2 (1 +2e2) sTcT- 2--_

2s _- (s Tc T + T) (A.66)V 0 = (1 - 2u0) d_ = 1- e

V 0 = - s--Z_(2 +eCT) = - _1 [Ul(T) + ST] (A.67)e e

The choice of integration constants for the indefinite V-integrals was chosen

to simplify the K-orthogonality relations on the matrix P (see Chapter I).

Note also that _ = 1,_ = _' = _' = _ = 0 is an independent solution to

Eqs. (A.34) and (A.35) corresponding to the mass point Q leading P by a

constant angle.

If we now form the state vector

x _ = (_,rl, _',_) (A.68)

Then for f = 0, Eqs. (A. 34) and (A. 35) can be written as

x' - Fx = 0 (A.69)
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where

1!]-2 0 0 3 4 (A 70)F = 0 0 and q - l+ecr

0 0

From the results above we see that we have 4 linearly independent x's which

satisfy Eq. (A. 69)*

Thus the matrix P

* ' 1)x --- (u 0,V 0,u 0,

' V 1 ' , O)x = (u 1 , , u 1

x2¢ = (u 2,v2,u_, 0)

x3_ = (0, 1, 0, 0)

having these x's as columns

P

0 u 0 u 1 u 2

1 V 0 V 1 V 2

0 u5 ul

0 1 0 0

(A. 71)

(A. 72)

!

f

satisfies the equation

P' = FP (A.73)

We now restate Eqs. (A. 34) and (A. 35) in matrix form

x' = Fx + Df (A.74)

*It should be pointed out that these solutions can be obtained by other means.

For example by varying the (orbital) parameters, one finds that variation of

perigee time (Stp) produces a solution corresponding to y: [see Eq. (2.78) for

relation between x and y l, variation of eccentricity (Se)-produces Y0*' etc.
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T

where

ft=
(fr' f7 ) D = , and Df =

0

0

fr

f7

(A. 75)

The solution to Eq. (A. 74) is

x(7) = x(7,70) jx(70) + _0 X-l(t' 70) Df(t) dt
(A. 76)

where X is the fundamental matrix satisfying the equation

X' = FX , X(r 0, r0) = I (A.77)

That Eq. (A. 76) is a solution to Eq. (A. 74) can be verified by direct multiplication.

The matrix X can be obtained from P in Eq. (A.73) and is simply

X(T, T0) -- P(r) P-I(r0) (A.78)

since

d P-1(70)
dr - 0 and P(T0) P-I(r0) = X(70,_0) = I (A.79)

we have

X' = P'(7) P-l(r0) = FP(r) p-1(70 ) = FX (A.80)

Note there is no requirement that P(r) = I for some value of the argument

That it will not necessarily be is explicitly clear from Eq. (A. 72).

7 •
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Another interesting factorization of X is the Floquet factorization. For

systems in which the coefficient matrix F(T) is periodic [i.e., F(_+ T) = F(T)],

the following factorization is valid:

B(T-7"0)
X = R(T, TO) e (A.81)

where R is periodic with the (same)period T, and B is a constant matrix.

By substituting Eq. (A. 81) into Eq. (A. 77) one gets the following relation

between B and R

R' = FR - RB (A.82)

which is known as the Lyapunov reduction. Although B and R are not unique

but only related, the real part of the eigenvalues of B are unique (for a given F)

and determine the stability of the system. Since R is periodic and in particular

has the property

R(T 0 + T,T0) = R(T 0' TO) = I (A.83)

the following relation applies

BT
X(T 0 + T,T0) = e (A.84)

Additional insight into a given system may be gained by using the Jordan

form of B

where N

A = N-1BN (A.85)

is a constant matrix. We thus find that

Letting

-I(T-T0)NAN A (7"-T0) N- 1X = Re = RN e (A.86)

RN =- Q (A.87)

Note Q is also periodic with period T.

142

Irii!!]:_ili I
l i !_i__ iI



i we have

Now for

X -- Q e A(_--_-0) N-1

_" = TO we have X = I giving

(A. 88)

Q(T0) = N (A. 89)

Thus in this form we see that

[ ]1A(_-T0) Q-I(T0) AT0X(T, TO) = Q(_') e = Q(_-) e AT Q(T0) e (A. 90)

which is known factorization and expresses very elegantly the structure and

symmetry of the fundamental matrizant. We note also the relation between

Q and A which corresponds to that in Eq. (A. 82)

Q' = FQ - QA (A.91)

AT
If we call Qe = _(T), we note that _pv = F_ and thus _ is a solution

to the matrix Eq. (A. 73). Like 1_ it does not necessarily have the boundary

condition that gP(T0) = I • We shall call integral matrices such as _(T) a

matrizant solution to Eq. (A. 73) and reserve the term "fundamental matrix"

(FM) for the quantities of the form

X(_-, TO) = _(T) _p-l(T0) (A. 92)

From this relation it is explicitly clear that X(T 0 , _'0) = I, the identity.

Having the constant matrix in Jordan form provides the potential for gaining

insight into the basic system structure since the normal modes are laid bare in

this representation.

We also note the following property of these solutions: Multiplying Eq. (A. 77)

from the right by a constant matrix C gives

X'(T,T0) C = F(T) X(T,T0)C ; i.e., [XC]' = F[XC] (A.94)
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Since F is periodic we have

@-

,L

X'(r, TO) = F(T) X(T, r0) (A.95)

X'(T + T, r0) = F(r)X(T + T, TO) (A.96)

This implies (due to uniqueness of solutions with the same boundary conditions)

that

X(r,r0) C = X(r + T, r0) (A. 97)

which by virtue of the fact that X(T 0 , TO) = I gives

C = X(r 0 + T, TO) (A.98)

By repeated application of this process one can verify that for any integer k

, C k xk(_- 0 (A 99)X(_-0 + kT TO) = = + T, TO)

Thu s

and

X(r + T, r0)

X(r + kT, r0)

= X(r, T0) X(T 0 + T, r0) (A.100)

= X('r, To) Xk(I- 0 + T, TO) (A. 101)

This relation is exploited by Lange and Smith (Ref. 7) to avoid integration over

more than one period for the case of periodic inputs.
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Appendix B

FOLLOW THE BOUNCING BALL

When a ball impacts against a wall one recognizes intuitively that some

angular momentum is imparted to the ball in the course of the impact. The

question that appears new is what is the effect including relative magnitudes

on a ball bouncing between two closely spaced walls with (initially) appreciable

down-wall velocity. To gain insight into the problem we first develop the

detail dynamics of a ball impacting at an angle against a single wall. We

postulate a spherical ball of mass m, inertia I, and radius R impacting

with a total linear velocity w 0 , with components u 0 normal to the wall and

V 0 along the wall. The component w 0 makes an angle c_0 = tan 1 (V0/u0)

with the normal to the wall; the ball is assumed to have an angular velocity a_0

normal to the plane of the trajectory (i. e., the paper); see the accompanying

figure.

I = mk 2

w0 _ _ Wl V 1

1 °

u0 o__

V W

Now the velocity of the rim of the ball (at the instant and point of contact) along

the wall is VT0 = V 0-Rw 0. The velocity normal to the wall is u 0 = w 0 cosd 0.

If we assume that the velocity of the wall during impact is Vw , we recognize

the following interaction. The impact will cause the normal velocity to change
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sign and, if there is energy loss, to decrease in magnitude.

restitution eI the normal velocity after impact will be

For a coefficient of

Ul = -elu0 (B. 1)

and the impulse given to the ball by the wall in the direction normal to the wall

will be

Im = m(u 0 - Ul) = m(1 + el)u 0 (B,2)

This impulse is equal to the integral of the normal force through the impact, i.e.,

Im = f F N dt = m(1 + el)u 0

At

(B. 3)

In the direction along the wall we have two possibilities for the type of inter-

action. If VT0 = Vw , there is no relative velocity between the wall and the rim

of the ball and the ball either does not move along the wall or it roils without

slipping. In either case there is no tangent force on the ball and thus, for zero

rolling friction, no change in the angular velocity or tangent velocity of the ball,

and the ball leaves the wall such that the rim velocity of the point of contact

equals the wall (in plane) velocity.

If VT0 _ V w , there is a tangent force in a direction which opposes the

relative velocity so as to force VT0 - V w to zero. The magnitude of the

tangent force is F T =/_F N where p is the coefficient: of sliding friction

between the wall and the ball. If during the impact V T - V w goes to zerb,

then F T becomes zero. In this case, as before, the ball then leaves the

wall with a rim speed equal to the wall speed.

From this fact we can determine the velocity of the ball after impact. We

investigate these two cases:

Case I. The bali leaves the impact with rim velocity equal to the wall

• ., For >velocity, i e VT1 = V w . VT0 Vw, the change in linear momentum

in the "V" direction (i. e., along the wall) during impact is

f F T dt = m(V 0
At
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T The change in angular momentum is

Rf F T dt = I(cd 1 - COO)
At

(B.5)

Thus

mR(V 0 - V1) = I(co I - COO) (B.6)

We also have after impact

V w = VT1 = V 1 -Rco I (B. 7)

From this we may solve for V 1 in terms of V w and the initial conditions:

mR2V0 + I Rw 0 = mR2V1 + I(V 1 - Vw)

Vl = [mR2V 0 + I(Rco0 + Vw)]/(I + mR 2)

In terms of the radius of gyration k where I = mk 2 we have

Vl = [R2V0 + k2(Vw + Rco0)I/(R2 + k 2)

> we haveFor the case in which Vw VT0

(B. S)

(B. 9)

(B. 10)

and

giving as before

f F Tdt = m(V 1 - VO)

At

RfF Tdt = I(co 0 - COl)

mR(V 1 - VO) = I(co 0 - ¢Ol)

which leads to the identical result.
r
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= we can solve for R_1From the condition that VT1 Vw

RWl = V1 - Vw = IR2(V0 - Vw) + k2Rw]/(R2 + k2) (B. 14)

We can solve for the initial conditions that allow this result. We have

m(V0 - V1) = m[k2/(R 2 + k2)](V0 - Vw - Rw0) = f FTdt

At

(B. 15)

Now for F T we have

1FTt =

PIFNI for V T _ Vw

0 for V T = Vw

(B. 16)

Thu s

fF T dt _< #fF Ndt

At

= ]zm(1 + el)u 0

and since e I _< 1 we can write the inequality

[k2/(R 2 + k2)]l(V0 - V w - Rw0) I -<

(B. 17)

(B. 18)

or since V0 = u 0tans 0 we have

tan a0 w _< 2p +lu01
(B. 19)

Thus we see that we will always have rolling without slipping before the end of

impact if before impact we have

tan _0 - u 0

V + R¢o
W O

_< 2p + (B. 20)

For the case of a solid homogeneous sphere we have

2
I = _ mR 2 = mk 2
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u*

and

k 2 _ 2 R 2
5 (B. 22)

Thus, for the case of the solid sphere we get

for
V + Rw0]tan s 0 - w

lu01

that

_< 7/_ (B. 23)

V 1 = [5V 0 + 2(V w + Re00)]/7 (B.24)

Rw I = [5(V0 - V w) + 2R¢o01/7 (B.25)

and

2
AV = V 0 - V 1 - 7 [V0 - Vw - Re°0] (B.26)

velocity imparted to ball during impact.

Case II.

when

We can now clearly define and investigate a second case, namely,

V + Rw0]tan _0 - Wluol > 7p (B. 27)

In this situation we have

V1 = V0 - lm fFT dt = V0 - m_ fFN dt

= V 0 - p(1 + el)u 0

= u 0[tan s 0 - p(1 + el) ]

and we see that V 1

(B. 28)

is a function of the initial velocity and the coefficient of

friction. In this case the ball is still sliding at the end of the impact.

We now have the tools to investigate the problem initially posed. It may

be worthwhile noting that the phenomenon of a ball starting out bouncing "down"
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a channel and rapidly transferring into a vertical bouncewas confirmed experi-

mentally before the theoretical explanation was developedin detail.

It turns out that the spin of the ball has a critical effect t :, the behavior and

this combinedwith the process of hitting alternate walls is responsible for the

observed phenomenon.

We now investigate the situation illustrated in the accompanyingfigure in

which a ball enters a channel or box and proceeds downthe channel by bouncing
from wall to wall.

For this problem we adopt a coordinate system fixed in the box. Thus V = 0.w

From the preceding analysis we know for the case of rolling without slipping that

after the first hit we have (since Vw = 0)

R2V0 + k2R0)0

V 1 = R2 + k2 = R¢o I (B.29)

Assuming that we get rolling without slipping during the second hit, we have that

the rim velocity of the ball at the point of impact is again zero, i.e.

V + Re0 = 0 (B.30)
2 2
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Conservation of momentum yields

and

giving

fF T dt= m(V 1 - V2) (B.31)

R fF T dt = I(w 1 - ¢o2) (B.32)

mR (V 1 - V2) = I(R¢o I - Rw2) (B.33)

which is different in sign from the result of the previous hit because the sense of

the tangent force relative to the angular velocity is reversed.

Solving for V 2 in this case, we find that

mR2V1 - IRWl

V 2 = (B. 34)
mR 2 + I

Applying the initial condition that after impact Number 1 we had

gives

V 1 - RWl = 0 (B.35)

mR 2 - I
V 2 = V 1 (B. 36)

mR 2 + I

It is clear that if the ball proceeds down the channel by rolling without slipping

at each hit that in all hits after the first it will lose the same fraction of its down

channel velocity. Thus in terms of V 1 , the velocity after the first hit, we have
th

after the n hit

Vn + Vl

2 ) this becomesFor a solid homogeneous sphere I = _ mR 2

(B. 37)

n-1
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V1 of course dependson the initial condition.

enters non-spinning (i. e., Rw0 = 0) we have

For the case where the ball

R 2

V1 R2 + k 2 V0
(B. 39)

and for a solid homogeneous sphere this is

V1 = 57 V0 (B.40)

Thus after six hits the down channel velocity of a solid sphere will have decreased

to less than 1% of its initial value.

To determine the conditions under which the rolling without slipping will

apply we look at the second hit, since it is typical (as regards initial conditions)

of all subsequent hits.

We had

V2 = [(R2-k2)/(R2+k2)] V 1 (B.41)

We will get rolling without slipping if the following conditions are satisfied

V 2- V 1 --< #(1 +e) V 1 , u 1 = elu 0 (B. 42)

or in terms of V 1

2aV 1 - #(1 +el) u 1 where a - k 2 / (R 2 + k 2) (B. 43)

Now at the third hit we will get rolling without slipping if

V 3- V 2 = 2aV 2 < /_(1+el) u 2 (B. 44)
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Now

V 2 = (1 - 2_) V 1 (B. 45)

and

u 2 = elu 1 (B. 46)

Thus we have

2a(1 -2(_)V 1 - el#(1 +el) u 1 (B.47)

or

2_V 1 -< #(1 +el) u 1 (el)/(1 - 2(_) (B. 48)

For roiling without slipping at the second hit we had

2_V 1 -< #(1+el) u 1

Thus we will have rolling without slipping on all subsequent hits if

(B. 49)

el/(1 - 2_) -> 1 (B. 50)

or

e I >- 1 -2(; = (R 2- k2)/(R 2+ k 2)

For the solid homogeneous sphere this means we must have

(B.51)

(B.52)

which is not a very high coefficient of restitution.
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To recapitulate we will get rolling without slipping from the secondhit on

if the following are satisfied

i

v, [--= tan_ -< #(1 +el)/2_ < _ = # 1+
u I 1 - (_

(B. 53)

and

e I _> (R 2-k2)/(R2+ k 2) (B.54)

For the solid sphere these conditions are

< 7__ (B.55)tan _1 -- 2

3
e I --> _- (B. 56)

We can now determine the initial conditions under which the above conditions

will follow.

We need to roll without slipping at the first hit which requires that

(V0- Rw0) ff --<#(i +el) u0 (B.57)

and also we need to roll without slipping at the second hit which requires that

Now

2_V 1 -< #(1 +el) u 1 (B.58)

V 1 = (1 - _)V 0+ aRw 0 (B.59)
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F and

u I = elu ° (B.60)

In terms of these the second condition is

2cr[(1 -a)V 0 + (rRw 0] -< /_(1 +el)elu 0 (B. 61)

or

e 1

_(V0-Rw0) <- 211- (r +Rw0/(V0-R_0)] /_(1 +el)u0 (B.62)

One additional fact of interest is the distance the ball will travel down the channel

after the first hit.

We have for a channel of height h , that the distance d 1 between the first

and second hits is

d 1 = Vlt 1 = htan61 (B.63)

Now

V 2 = (R 2 - k2)/(R 2+ k 2) V 1 =- pV 1 (B.64)

and

h h = tl/e I (B. 65)
t2 _ _22 -- elUl

Thus

Vlt 1 Pd 1

d 2 = V2t 2 = p e I e I
(B. 66)
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and the total d after n hits is

n

[ te)d = d = dl 1+ +
n=l 1

(B.67)

d = dl[1 -(P/el)n] -

1 - p/e I -

For the solid sphere we have

we would then have

d 1

1 p/e I for _- < 1- e I
(B.68)

2 5
p = _. For a reasonably good e I say e I = _-

5
d = htanal/(1 - 2/5) = _ htana I (B.69)

Clearly the better e 1 (i. e., the closer to 1) the smaller d.

sphere with e I = 1 we would have

In the limit for a

7
d = _h tan a 1 (B.70)

For the case of a hollow shell-like sphere with I = 2/3 mR 2

/( 1 (B. 71)p = (1 - 2/3) 1 +2/3) =

We would have, for e I _1

( 5d = htanal 1 - 1/5) = _htanal (B. 72)
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For a handball {hollow rubber ball) we have

1I _ mR 2
(B. 73)

1 - 1,/2 1
P = 1+1/2 = 3" eI =

2
3 (B. 74)

d = 2h tan
1 (B. 75)
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Appendix C
PSEUDORATE LIMIT CYCLE PERFORMANCE

In the control of the drag-free satellite, we are primarily interested in the

limit cycle performance. An important tool in the investigation of limit cycle
performance is the phaseplane diagram of the limit cycle. The drag free satellite

limit cycle for the axis opposing drag is shown in Fig. C-1. The kinematic rela-

tions indicated follow directly from the parabolic nature of trajectories. This

limit cycle strictly applies only to the single axis system. We know from steady-

state symmetry that if a limit cycle is present it must look like this (in the x,k

plane) irrespective of the form of the switching line(s).

For a system using a linear combination of position and actual rate with

hysteresis (HYS) and dead band (DB) the switching lines would be as indicated by

the dashed lines in the figure. For the pseudo rate system of Chapter 4, the

switching lines are not straight because switching is accomplished by position

plus a pseudo rate which is not linearly related to the actual rate. As the following

analysis shows, the pseudo rate is exponentially related to the actual rate which

means that the switching lines (in the x, kp plane} would be segments of exponen-

tials as indicated in Fig. C-1.

From the block diagram of Fig. 4-6 we have for _ and _ during thrust on:
P

'x = fd- fc -- (1- 3/) fd (C.1}

_ +Yrlf d
= ---P--f = _ P

p T 1 c T 1

which gives

-- - ¢v- 1) fdt

:_p = (Xpo + Yrlfd) exp (- t/T1) - yTlf d

and

kp = (:kpo + 3/rlfd) exp [(_ - _o)/(_ - 1) fdT1 ] - 3/rlf d

during thrust off:
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(c. 2)

(c. 3)

(C. 4)

(c. 5)

(c. 6)
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DB + HYS
x+T2k = DB+HYS

\ xo , ko)

(x2,0

(x a , 0) (x I ,

f = fd - fe

X

f=f
d

fd Causes k to increase T T

k Forward velocity of ball relative to vehicle

x Forward relative displacement of ball

x01 __AlXl-Xo[ ; to1 __Altl-tO[ ; y __A [fe/fd[

X 0 , -X O)

DB+TT1T3f d

= Thrust on time = 2t01

; T __A2(t01 + t02 ) = period

1
Xo = Switching line intercepts = DB + _ HYS + TIT2f d

KINEMATIC RELATIONS

2

1 0 1 _ Xo = _1kot0
x01 = _(T- 1)fdt 1 = 2fdt01t02 2(T- l)f d 2 1

2
x

_ o _ 1 2 1

x02 = (Y- 1)x01 af d 2 fdt02 = 2 kot02

1 _ 1 1x13 = Tx01 = _T(Y- 1)fdt 1 = 2_ot12 = 2fdt01t02

k o = (T- 1)fdt01 = fdt02 = v%x02 = 4'2(T- 1)fdx01
2x01 4x12

t01 T

2
x a = time average value of x = x o-_(T_ 2)x01

Fig. C-1 Limit Cycle Phase Plane Diagram
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giving

P
_--P_

T 1

= _ + fdt_o

_p = _pf exp (- t/T1)

_p = kpf exp [- (/_ + _o)/fdT1]

(c.7)

(c.8)

(c.9)

(c.i0)

Now _po ' the initial value of ]_p

during thrust off (i. e., at _ =
O

at thrust on, is equal to the final value of
P

in steady state). Thus

Xpo = Xpf exp [- 2_o/fdT1] (C. 11)

Similarly /¢pf , the initial value of /<p at thrust off is equal to the final value of

:kp during thrust on(i.e., at _ = -:k o) . Thus

Xpf = (Xpo + TTlfd) exp [- 2:ko/(_/- 1) fdT1 ] - 9/lrlf d (C. 12)

Solving for kpf and Xpo in Eqs. (C. 11) and (C. 12) gives

from which

and

1 - exp [- 2_o/(7 - 1) fdT1 ]

Xpf : - -/rlf d 1 - exp [- 2"Yko/(7 - 1) fdT1 ] (C. 13)

-TTlf d < kpf < 0

- _/Tlfd exp (- 2&o/fdT1) < /¢po < 0

During thrust on the switching line that applies (to turn the thrust off} is

(C.14)

(c. 15)

x + T2/¢ p = DB (C.16)
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By putting the value of _ from Eq. (C.5) into Eq.P
switching line in the x-k plane, viz.

(C. 16)we get the turn-off

x + T2(/_po + 5zrlfd)exp [(/_- Xo)/(_ - 1) fdT1 ] = DB + 5"fdTiT2 (C. 17)

For k << 0, x approaches DB + _fdT1T2 asymptotically. From Eq. (C. 15)

we know /¢po + "/rlfd > 0 . Thus for k >> 0 , - x grows exponentially with k .

During thrust-off the switching line that applies (to turn thrust-on) is

x+T2_ p = DB+HYS (C.18)

Putting the value of k
P

the x-k plane, viz.

from Eq. (C-10) we get the turn-on switching line in

x + T2kpf exp [- (/_ +/_o)//fdT1 ] = HYS + DB (C. 19)

For /_ >> 0 , x approaches HYS + DB asymptotically. Since kpf < 0 , x

increases exponentially with - _k. These lines are indicated in Fig. C-1.

The implication of the values of the asymptotes is that, since the off-line

asymptote must be to the right of the on-line asymptote for a stable limit cycle,

we have that

TT1T2f 2 > HYS (c. 20)

This may be viewed as the requirement that the rate gain must be large enough

to overcome the delay of the hysteresis.

By taking the average of Eqs. (C. 5) and (C. 10) we can find that the average

value of k is
P

[:kp] = - fdT1 (C. 21)
av
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and for the linear approximation in which the limit cycle period is small compared

to the integration time construct T1 i.e., for -"

2W_o

(7- I) fd << Tl
{C. 22)

we find that /<p goes from (/_po - Tlfd +/_o ) to (/_pf m - Tlf d -/_o ) as /_

goes from (ho) to (-/_o ) . Thus in steady state Ahp - A_ and we observe

that the effect of the pseudo rate is to provide a rate /_ which tracks the true
P

rate _ , but with an offset equal to - Tlf d . This is equivalent to increasing the

dead band by the amount T2Tlf d .

Im summary, to achieve stable limit cycle operation with pseudo rate we

must choose the parameters such that 3/rlT2f d > HYS . We will get an effective

dead band equal to DB + T1T2fd , and the value of x ° the vertical line in

Fig. C-l, will be DB+T1T2f d+ 1/2HYS .
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Appendix D
PWPF CONTROL

The following analysis indicates the theory of operation of the PWPF

control. A block diagram of the control is shownbelow

X (
a

F

The following applies for input X = constant. Consider the system imme-

diately after thrust turn on. At this time we have

X 1 = X - FK a (D. 1)

The duration of thrust (TT) is given by

TT(FK a- X) = H (D. 2)

At thrust off we have

and the time between thrusts

X 1 = X

(To) is given by

T0X = H

(D. 3)

(D. 4)
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The total period is

T = T O + T T

(1 1 )T = H _ + FK a _ X =

tt FK
a

X(FK a - X)

(D. 5)

/-

and the frequency is 1/T, i.e.,

X(FK - X)
a

HFK
a

(D.

Thus the frequency is parabolic in X, the value of the input.

The thrust factor F T is given by

TT X
FT T FK

a

which is clearly linear in X .

df
The maximum frequency, from _: = 0, is

thrust time corresponds to X = 0 and is

FK
af

max 4H

(D. 8)

The minimum

¢-

=

H
TT - FK

min a

The characteristic is shown below:

T T

a

FK
a
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